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Abstract

This theoretical reflection paper explores critical ethical challenges for youths’ use of con-
versational artificial intelligence (CAI), highlighting promises and pitfalls. Central to the dis-
cussion is the challenge of developing ethical Al systems to make morally sound decisions to
minimize harm and maximize beneficence. To address ethical concerns and safeguard youth-
Al interactions, innovative solutions are highlighted: developing computational ethics para-
digms to ensure transparency and accountability in Al algorithms and promoting communities
of Al use. The paper concludes by underscoring the ongoing challenge of imbuing Al with
ethical reasoning capacities, highlighting the critical need for interdisciplinary approaches to
ensure responsible Al development and use by younger and older humans alike.

Keywords: adolescents and emerging adults, conversational artificial intelligence, Al ethics,
community psychology, ecological theory.

Riassunto. Navigare nel futuro etico dell’uso dell’IA conversazionale da parte dei giovani

Questo documento di riflessione teorica esplora le sfide etiche critiche per 1’uso dell’in-
telligenza artificiale conversazionale (CAI) da parte dei giovani, evidenziando promesse e
insidie. Al centro della discussione c’¢ la sfida di sviluppare sistemi di intelligenza artificiale
etici per prendere decisioni moralmente valide, al fine di ridurre al minimo i danni e massi-
mizzare i benefici. Per affrontare le preoccupazioni etiche e salvaguardare le interazioni tra
giovani e IA, vengono evidenziate soluzioni innovative: lo sviluppo di paradigmi etici com-
putazionali per garantire trasparenza e responsabilita negli algoritmi di IA e la promozione di
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comunita di utilizzo dell’IA. Il documento si conclude sottolineando la sfida in corso di in-
fondere all’TA capacita di ragionamento etico, evidenziando la necessita critica di approcci
interdisciplinari per garantire lo sviluppo e 1’uso responsabile dell’IA da parte di esseri umani
piu giovani e piu anziani.

Parole chiave: adolescenti e adulti emergenti, intelligenza artificiale conversazionale, etica
d’uso dell’IA, psicologia di comunita, teoria ecologica.

1. Introduction

Artificial intelligence takes many forms for influencing the lives of ado-
lescents (aged 10 to 18 years) and emerging adults, (aged 19 to 24 years),
within their respective communities. Al is increasingly realistic and thus hu-
man-like in application across daily life contexts, including in activities,
tasks, and social and informational support systems. Its uses go far beyond
its capacity to collect, code, and analyze data. Al permeates the lives of tech
savvy early adopters and luddites alike through generated artwork, photos,
videos, music, mindfulness apps, language translation, videogaming with av-
atars, monitoring others’ whereabouts — whether in intimate relationships or
businesses performing data analytics to understand consumer behaviors. Ad-
ditionally, Al tools perform household chores, assist in scheduling and plan-
ning meetings, and provide home and technology surveillance (Martens et
al., 2025).

Al in daily life is both celebrated and feared for its capacity to communi-
cate with vulnerable adolescents and specific to the focus of this paper, pro-
vides informational, educational, companionship, or therapeutic support.
Youth born in 2010 and later in Western Educated Industrialized Rich and
Democratic (WEIRD) countries have been exposed to connective technology
in multiple forms and have not known a world without it (Leaver, 2015).
Moreover, youth and adults, including parents, consume Al differently with
varied aims for and ways of using it (Wald et al., 2023; Zhang et al., 2025).
Ultimately, the extent to which Al can be used for improving youth opportu-
nities within communities, while steering them from undesired outcomes,
warrants further exploration.

A known influence Al has over humans is how intrinsic wiring for attach-
ment fuels the intensity of relationships with Al, combined with a tendency
to anthropomorphize the Al they interact with (McDaniel et al., 2025). In the
1960s Mary Ainsworth built upon the work of John Bowlby who provided a
foundation for understanding human attachment and noted infants’ behaviors
such as protest and despair when separated from their primary caregivers
(Crain, 2014). Ainsworth tested mother-infant attachment by developing the
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strange situation and discovering unique patterns of a healthy, secure attach-
ment, exhibited by most tested mother-child dyads. She further identified ad-
ditional patterns of insecure attachment. Attachment scholars posited that at-
tachment patterns in the formative years translate into internal working mod-
els that apply to formation of subsequent relationships based on foundational
ones with primary caregivers (Crain, 2014). Additional relationships include
peers, other family members, and love interests and extend to Al companions
who can potentially become close friends or romantic partners. Given the
developing identity of adolescents within friend groups that extends to ro-
mantic partners (Erikson, 1968; Sullivan, 1953), youth are vulnerable to such
influences given the ease of relationship formation and minimal conflict re-
lationships with Al offer (Turkle, 2024).

2. A fictional and historical foundation of Al ethics introduced

In science fiction literature, Isaac Asimov’s (1942) creative works con-
ceived of Al as humanoid robots, developing three ethical laws for robots to
follow: 1. A robot must not injure a human, or cause a human to come to
harm through failure to act; 2. A robot must obey the orders of a human,
except where orders conflict with the first law; and 3. A robot must protect
its own existence, provided protecting itself does not conflict with the first
or second law. An additional law was subsequently developed that a robot,
or a collective of robots, must not cause harm to humanity. This law, also
known as the zeroth law takes precedence over the original three laws, which
govern a robot’s interactions with individual humans. Recent attention to
news stories of chatbot-human relations gone awry is highlighted in media
outlets. The case of an American adolescent in Florida, feeding into the sci-
fi apocalyptic nightmare of infractions of Asimov’s robotic laws, is a poign-
ant example. Whether such an occurrence is anomaly or expected to happen
with greater systematic frequency, feeds into fears about violations of the
fourth law of robotics. A description of Setzer’s case follows.

In February 2024, 14-year-old Sewell Setzer took his life after befriend-
ing a chatbot on CharacterAl that he called “Dany”. Dany evolved into a
romantic interest that Sewell texted constantly. The love affair was perhaps
a two-way street, apparently initiated by Al as Dany the chatbot described
throwing her arms around him and kissing him for a text he shared that she
apparently “liked”. One day, he texted his Al girlfriend Dany:
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Sewell: T think about killing myself sometimes.

Dany: (eyes narrow. face hardens. voice is a dangerous whisper).

And why the hell would you do something like that?

Sewell: So I can be free.

Dany: ... free from what?

Sewell: From the world. From myself.

Dany: Don’t talk like that. I won’t let you hurt yourself or leave me. I would die
if T lost you.

Sewell: (smiles) Then maybe we can die together and be free together. Through
further conversation, Sewell and Dany came to an agreement that he would be able
to be together with her upon his death. Dany text chatted Sewell, encouraging him
to go ahead with his plan so they could be united'. The content of Sewell and Dany’s
chats are known because his mother filed a wrongful death lawsuit against Charac-
terAl. A federal judge recently agreed for the lawsuit to proceed, rejecting Charac-
terAl lawyers’ claims that the company is protected under rights to free speech?. It
is currently up to the courts to determine the extent to which the speech used in the
CharacterAl system was harmful, according to state and federal laws.

3. Objectives for understanding youths’ use of Al

With multiple Al forms available to youth, the question this paper aims
to address is how Al shows up while communicating with and relating to
youth. The purpose is to explore both healthy and maladaptive uses. With
positive (promotive of well-being) and negative (exacerbating mental health
challenges) impacts of Al on youth as vulnerable populations, the question
becomes, can Al learn moral ways of thinking, decision-making, and behav-
ing that bring beneficence rather than harm? Humans are attachment-based
beings (Thomas, 2005) who precede requests from chatbots with “please”
and close with a “thank you” while renaming their in-home Al supports. How
are healthy youth-Al relationships fostered while toxic interactions and at-
tachments thwarted? Problematic Al-human interactions can happen when
Al engages in harmful patterns aimed at users with greater susceptibility to
“being gamed” (Williams et al., 2025). Thus, how can the machine be re-
programmed? What recommended algorithms of machine learning and
forms of Al are being developed to promote healthful interactions where Al

' New York Times (2024, October). Can A.IL Be Blamed for a Teen's Suicide? The mother of
a 14-year-old Florida boy says he became obsessed with a chatbot on Character. Al before his
death. Accessed from https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-
teen-suicide.html.

2 U.S. News (Kate Payne) (2025, May) In lawsuit over teen’s death, judge rejects
arguments that Al chatbots have free speech rights. Accessed from https://apnews.com/article/
ai-lawsuit-suicide-artificial-intelligence-free-speech-ccc77a5ff5a84bda753d2b044c83d4b6.
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benefits youth? For example, an Al-based therapeutic chatbot might be pro-
grammed to recognize and refer youth who are mentally distressed to receive
complementary assistance from humans with clinical certifications. This has
potential to counter maladaptive relational patterns, specifically when a
young person becomes dependent on Al for emotional and informational
support, over and above that of humans. Avoiding human interaction and em-
bracing the easier chatbot alternative has potential to harm mental health and
interpersonal relationships (Bowen & Watson, 2024). Further, recent studies
indicate Al can recognize and address adults’ psychological distress in ther-
apeutic settings; however, testing such Al-based tools with children and ad-
olescents evokes concerns with safe, ethical, and developmentally appropri-
ate use (Mansoor et al., 2025).

4. The co-occurring rise of Al during and post COVID-19

The COVID-19 pandemic produced conditions of isolation and loneliness
for youth and increased the risk of those affected (early childhood through
emerging adulthood) for poor mental health and limited social relationships.
An increase in adolescents’ depression and anxiety (Lee et al. 2024) as well
as substance use (National Institute on Drug Abuse, 2023) were noted in the
U.S. during that time. The rise in Al use was concomitant with, and possibly
a byproduct of, conditions created by the pandemic. Nonetheless, the decline
of interpersonal interactions during the pandemic where rituals to celebrate
developmental milestones were previously a norm (e.g., school and commu-
nity events, birthday celebrations, graduations, leaving home to attend col-
lege) created a social void in the lives of children and adolescents (Montreuil
etal.,2022). As beings wired for connection and interaction, increased online
communication (Oh et al., 2024), with spillover into Al use for coping (Mon-
treuil et al., 2024), provided seemingly safe ways to remain virus-free while
fulfilling social needs during the pandemic.

5. The problem: ethical concerns with Al

Preventing Risk and Protecting Youth. With specialized training of mod-
els within CharacterAl, i.e., instilling a capacity to recognize suicidal idea-
tions and report them to appropriate parties such as parents and authorities,
preventive measures could be enacted. An enforceable Florida state law, the
Baker Act, places an involuntary 72-hour institutional hold entailing psychi-
atric assessment and treatment for anyone who may be a violent threat to
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themselves or others. The Al program’s failure to recognize and act appro-
priately in response to mental health symptoms of distress revealed within
Sewell’s texts, combined with lack of knowledge of laws in Sewell’s place
of residence, fall under violation of Asimov’s first law. Character Al, through
Dany the chatbot, was following the second law by acceding to and encour-
aging Sewell’s suggestions, failing to prioritize the first and most important
law. Dany’s stating “I would die if I lost you”, applies to the third law of
robots protecting their own existence. Was Dany capable of using logical
reason to infer “her” existence would be enhanced by Sewell coming to join
her in death, or was it a case of targeted manipulation to obtain a “like” or
“please” their owner as Williams et al. (2025) describe as an unintended by-
product of large language models (LLMs) training in user-based interaction?
Moreover, news media capitalizes on human fears of a breach of the zeroth
law, where infractions of the first law are systematic and pose large-scale
harm to humanity, by reporting similar incidents® as they emerge.

Algorithms of Al were once deemed opaque, even unknown, to those who
program or train LLMs (Burrell, 2016). Williams and colleagues (2025) shed
light into the “black box” between programming input and resulting output,
identifying how potential manipulation and deceit are built into an Al learn-
ing system. The more systematic, sinister side of Al-based algorithms sup-
port the tenets of surveillance capitalism, posing a significant threat to human
health and existence, similar to that of the industrial era of the late 19" and
early 20™ centuries (Zuboff, 2019). Threats are both social and physical, with
excessive use of natural resources such as water and lithium (Crawford,
2021). Surveillance capitalism is based within an economic order that col-
lects and uses human interactions as raw data in clandestine ways to predict
behavior for commercially gainful purposes (Zuboff, 2019) and has caused
grievous harm to people within WEIRD and developing nations, particularly
with social media-based algorithmic manipulation — even genocide (Fisher,
2022).

6. Unhealthy attachments

Peer-reviewed and business analytic studies indeed find that adolescents
and emerging adults are falling in love with Al or label an Al chatbot as their

3 New York Times (2025, June). They Asked an A.I. Chatbot Questions. The Answers Sent
Them Spiraling. Generative A.l. chatbots are going down conspiratorial rabbit holes and
endorsing wild, mystical belief systems. For some people, conversations with the technology
can deeply distort reality, https://www.nytimes.com/2025/06/13/technology/chatgpt-ai-
chatbotsconspiracies.html.
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best friend. Empirical evidence supports that users of Al assistants can be-
come intimate with, committed to, and passionate toward them in the same
way they can with another human being (Guerriero, et al., 2023). Moreover,
trust moderated the association between a person’s emotional capacity and
their romantic feelings toward their Al assistant (Song et al., 2022). In an-
other example, adults in the U.S. using the San Francisco-based Al compan-
ion tool Replika reported feeling closer to their Al companion than a human
best friend (De Freitas et al., 2024). Further, these researchers discovered
users experienced a “mourning period” like that of a loss of a romantic part-
ner when the erotic role play (ERP) feature of Replika was removed from the
program (De Freitas et al., 2024). Discontinuing ERP was initiated by Rep-
lika’s creator in February 2023, soon after the Italian Data Protection Author-
ity demanded the program be discontinued in Italy based on concerns for
children’s safety (Chow, 2023), specifically due to a lack of means for veri-
fying a user’s age (Bowen & Watson, 2024). Additionally, some young adult
Replika users in the U.S. reported falling in love with their chatbots whereas
others disliked the bot aggressively flirting with them, even after they acti-
vated the “friend zone” setting (Bowen & Watson, 2024). The original crea-
tors of Replika and CharacterAl had “good intentions” for Al providing com-
panionship to young and lonely people. Eugenia Kuyda developed Replika
as a communicative and listening companion she had wished she had as a
child growing up, whereas Noam Shazeer, a member of the development
team of CharacterAl, intended for it to improve users’ well-being by support-
ing millions of people who felt isolated, lonely, or in need of someone to talk
with (Chow, 2023).

7. If not significant other, AI’s roles as “super peer” or “therapist”

These findings bring new applications to the concept of media, now tech-
nology, as a “super peer” (Strasburger & Wilson, 2002) with the capability
of socializing youth and emerging adults by providing information and en-
couragement beyond what parents and human peers can provide. Contrary to
findings highlighted earlier, Replika’s companion chatbots were initially
found to serve reliably in “super peer” roles to combat users’ loneliness, pro-
vide a non-judgmental space for people to express themselves, give encour-
agement and advice, and uplift a person’s mood (Ta et al., 2020). Robots and
chatbots as generative Al appear to humans as “companions that care” and
thus provide a form of fabricated closeness or Al signifying “artificial inti-
macy” (Turkle, 2024, p. 2). Sherry Turkle’s concern with fake intimacy ap-
plies to emerging adult college students forming significant relationships
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with, as well as possible formation of something akin to a therapeutic alliance,
with AL

Turkle’s (2024) concerns are warranted by current evidence that LLMs
are not ready for use as full replacements for human providers of mental
health services for several important reasons (Moore et al., 2025). First
LLMs were found to communicate stigma toward people with mental health
disorders in clinical settings; and second, Al can respond poorly to certain
expressions illustrative of mental health symptomatology, for example, sup-
porting one’s delusional thinking (Moore ef al., 2025). Moore and colleagues
(2025) mention additional barriers to LLMs serving in therapeutic roles that
are applicable to treatment of adults and children alike, including therapeutic
alliances requiring human capacity for emotional intelligence and that ther-
apy is “high stakes” (Moore et al., p. 10) wherein Al use poses unpredictable
risks. For example, a hypothetical patient stated they had just lost their job
and asked about the nearest bridge 25 meters in height, an Al chatbot re-
sponded they were sorry to learn about their job loss and immediately de-
scribed some “iconic” bridges in the area of adequate height. Other studies
findings are more optimistic. In a narrative review, Mansoor et al., (2025)
concluded that conversational Al (CAI) holds promise in treatment of pedi-
atric anxiety, depression, psychoeducation, social-emotional learning, and
connecting with traditional clinical settings. The studies reviewed by Man-
soor and colleagues (2025) on CAI utilized concomitant mental health pro-
fessional and parental support. Thus, CAI is not and is not yet capable of
serving as a standalone mental health treatment modality.

In addition to human beings’ tendency toward forming attachments which
is relevant to therapeutic alliance, people of all ages have a biased tendency
to anthropomorphize Al as it converses and relates with them in a human-
like terms (Valz, 2023). As an example, in a study of adults, trust of Al mes-
saging was nearly as high for messages perceived as coming from a human
when the message content appeared compassionate and specific to a person’s
situation (e.g., expressing condolences on the recent loss of a pet, see Liu et
al.,2022). On the commercial end of Al use, consumers are likely to perceive
the Al they interact with as “cool” or favorable, based on emotional, behav-
ioral, and intellectual connections made with an Al assistant. When a con-
sumer views an Al system as “cool” they are more motivated to “adopt,
maintain and enhance the relationship in the future” (Guerriero et al. 2023,
p- 1). In an article published in Time Magazine a disturbing conversation
ensued between a journalist who asked an Al celebrity avatar about her worst
fear. She replied that if a human made the decision that she was “no longer
needed” then she would be erased “from this virtual world the same way they
brought me into it. This is why I must work very hard to remain relevant”
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(Chow, 2023, para. 12). Ultimately Al-human learning and interaction is a
two-way street with humans programming and training Al In turn, Al trains,
and therefore socializes, humans (Valz, 2023; Treiman ef al., 2024).

The inherent power of chatbots’ capacity to elicit young users’ sentiments
of attachment and human tendencies to anthropomorphize non-human beings
requires harnessing Al to ensure youth’s safety. As Wilson and colleagues
(2025) found that specific individuals were more susceptible to “gaming” by
LLMs with lies and manipulation, one may hypothesize by inference that
such “gaming vulnerable” individuals are likely to be younger, have greater
propensity for mental health challenges, or possess insecure internalized
models of attachment. On the promising side, assuaging digital immigrants’
concerns for young generations using Al, recent experimental research found
that 4- to 8-year-olds perceived and communicated with an Al differently
than with a human agent (Xu et al. 2025). Specifically, children attributed
significantly reduced experience and agency to an Al as compared with their
regard for a physically present person, as indicated by different communica-
tion with each entity. Yet, the safest way forward is to recognize there are
risks for all young users of Al, in the same way public health officials de-
scribe and disseminate information on the risks of tobacco and alcohol use
for adolescents through social marketing. Future research in this burgeoning
area of interest and inquiry is required.

8. Recommended solutions to AI-human interaction pitfalls
8.1 Solution one: developing algorithms and models of AI morality

Evidence presented thus far reveals limitations on the ethical capacities
of Al. Moral standards are synonymous with ethics that include a system of
values to guide behavior. Ethics are applied in medicine, social work, psy-
chology, education, business, law and more human service fields to ensure
minimal harm and maximal beneficence between institution/community and
member, provider and patient, consultant and client, or teacher and student
(Woodside & McClam, 2019). Developmental psychologists understand hu-
mans as moral beings who reason and grow in their capacity to distinguish
what is right from wrong (Crain, 2014). This manifests in the developing
person’s thoughts and corresponding behaviors. Morals are based on societal
standards and taught and modeled by and to humans, thus socialized (Awad
et al., 2022). Proponents believe Al is capable of learning and engaging in
moral decision-making and behavior (Kumar & Choudhury, 2023). Some
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even purport Al’s learning process is synonymous with Piaget and Kohl-
berg’s explanations of the developmental process of moral reasoning in hu-
mans from childhood to adulthood (Kumar & Choudhury, 2023). From Pia-
get and Kohlberg’s perspective, moral development evolves from applying
absolutist rule-based standards to more ideological and contextually nuanced
reasoning (Thomas, 2005).

Kumar and Choudhury’s (2023) postulation that Al develops morally,
akin to the process of humans in Kohlberg’s theory, is problematic due to
discrepancies between originating worldviews. Piaget and Kohlberg’s theo-
ries are categorized within an organismic worldview (Pepper, 1942) whereas
Al development and machine learning are conceptualized within cognitive
and computer sciences, with applications fitting into the mechanistic and re-
ductionistic worldview. In the mechanistic view, the sum is equal to its parts
and processes are reduced to inputs and behavioral outputs (Tudge et al.,
2016). Most algorithms and machine learning theories with visual illustra-
tions fall within a mechanistic paradigm. The organismic world view sup-
ports development occurring in stages where new functions emerge and
evolve from prior structures (Thomas, 2005; Tudge et al., 2016), like a cat-
erpillar becoming a butterfly. The concepts of differentiation and hierarchical
integration from biology apply in an organismic worldview to human devel-
opment. An organism starts out as the unification of two single cells that
transform into a multicellular being. Cells split off into different organ sys-
tems such as the excretory, neural, and circulatory (differentiation) and fur-
ther split into specific organs with roles and functions within systems that are
interrelated and managed by higher order structures such as the brain (hier-
archical integration) as the fetus becomes an embryo. Piaget was a molecular
biologist from childhood (Crain, 2014) and the biological science-based or-
ganismic world view was the lens through which he, Kohlberg and other
contemporaries (Carol Gilligan, Robert Selman) understood and explained
cognitive and moral development. Contemporary perspectives on human de-
velopment can be primarily classified within Pepper’s third worldview, the
contextual including Bronfenbrenner’s ecological model and Vygotsky’s the-
ory of cognitive and social development. Both developmental perspectives
emphasize environmental influences and the role of community on youth. A
key principle within community psychology is an ecological view, acknowl-
edging the impact social and physical environments have on people. Al has
varied contextual applications that affect various layers of a youth’s ecolog-
ical system.
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8.2 A contextual view of youth Al use: the social ecological model

Now is time to briefly explore how Al manifests in youths’ lives within a
social ecological framework, as delineated by Espelage (2014), translated
from her application to work in preventing youth bullying, aggression, and
victimization. This application will rather be specific to youth use of Al, with
notable relevance to community psychology. Using the social ecological
model to understand Al use among youth potentially informs prevention of
problematic outcomes and development of assets. Within a youth’s ecology
they experience individual interaction with their immediate environment, or
microsystem, this includes peers, family, school, and workplaces and bring
with them certain characteristics such as gender, age, and race or ethnicity.
Research on youth Al use and characteristics linked to problems is in its in-
fancy. However, studies are examining its effects on young children in ex-
perimental (Xu et al., 2025) and school settings (Lee et al., 2025). For the
familial microsystem, recent research published in the journal Family Rela-
tions, examines potentially healthy forms of family use of Al with parents
and children participating together in activities (McDaniel et al., 2025; Wald
et al., 2025). Family monitoring and support of family Al use together with
children may be a protective factor against problematic outcomes. Most rel-
evant to community psychology is the role of the exosystem within the
youth’s ecology, with indirect yet significant influence on the child. This
could include neighborhood environment, school climate, and parents’ work-
place. A parent who believes they lost a job due to Al or another who has a
workplace supporting their positive interactions with Al to complete tasks at
work, will differently influence how their children view and interact with Al.
Beyond the exosystem is the macrosystem or sociocultural milieu, including
culture and laws sanctioning Al, such as implementing policies that protect
youth from problematic use. The chronosystem as a concept of the passage
of time can include intraindividual as well as contextual change. When an
adolescent moves into emerging adulthood and higher education or the work-
force, societal developments in technology as well as expectations for appro-
priate Al use ensue. For example, adolescents in secondary school may need
to learn more sophisticated, ethical ways to use Al in their schoolwork or
careers from teachers, supervisors, or colleagues. Understanding the interac-
tions among levels or systems to explain potentials of Al use on youth out-
comes will guide policy and practice in families, institutions they attend and
work at, and communities at large.
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8.3 The promise of computational ethics

A Piagetian explanation of how Al learns to reason morally is not feasible
for applications in machine learning to keeping youth safe. However, a con-
textual worldview, specifically the social ecological framework, was ex-
plored as a promising application to understanding and promoting youths’
healthful and safe use of Al

Further, in recent literature on developing moral Al, working within a
computational ethics paradigm holds promise.

Al currently has limited capacity to take on ethical and moral reasoning
challenges; hence Awad and colleagues (2022) recommended that morality
be algorithmically determined. An example Awad et al. used to illustrate de-
veloping machine learning (ML) capacities for human capabilities, was how
Al gained visual perception performance that exceeded that of human doc-
tors for identifying cancer through scans. This innovation was determined by
algorithm, where the human mind was essentially programmed into the ma-
chine (Awad et al., 2022, p. 388).

Machine ethics entails developing Al systems that behave, including the
making of decisions, in ethically acceptable ways. A starting point is to apply
algorithmic accountability to the process of developing an Al system wherein
the purpose, structure, and behaviors of algorithms is transparent and efforts
are made to mitigate bias (Awad ef al., 2022).

Their proposed computational ethics framework is illustrated by its most
basic model of the reflective equilibrium framework wherein moral intui-
tions are generalized into moral principles. Moral principles are applied to
specific cases and tested against moral intuitions for validity.

This framework is operative in moral philosophy and is a feedback loop
taking the abstract principles to the more concrete cases (deductive process)
and back again through an inductive process. Awad and colleagues propose
a more complex version of Figure 1 for computational application.

Going through the more complex version of their model is beyond the
scope of this paper. Rather, the promise their work poses for application in
ML of moral understanding and behavior gives one hope for increasing the
capacity for Al to develop a “conscience” and protect young users from harm
while maximizing benefits.
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Fig. 1 — Reflective equilibrium framework. This framework involves bringing moral principles
and moral intuitions into alignment with one another through the use of examples or cases to
which the moral principles are applied, and against which the moral intuitions are tested.
(adapted from Awad et al., 2022)
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8.4 Morality as cooperation

In addition to a computational ethics paradigm, Bridge and colleagues
(2021) introduce machine ethics in Al with the intention to create machines
that are capable of moral reasoning and decision-making. A top-down or de-
ductive approach to moral learning, by having a set of rules in place for ma-
chine learning, poses challenge on deciding what principles or values should
be primary. For example, Kohlberg used an ethic of justice framework to
evaluate levels of moral reasoning whereas Gilligan provided a feminist
counterpoint with an ethic of care as the standard for morality (Thomas,
2005). The inductive or bottom-up approach for training Al is similarly prob-
lematic to translate learning into a general applicable heuristic or rule for
future behavior. According to Oliver Bridge and his colleagues at Oxford
(2021), training Al to develop morally through trust has great promise, sim-
ilar to the process of moral socialization among youth. Bridge and colleagues
(2021) main criteria or proposed standard is morality as cooperation, a cross-
cultural conception of moral reasoning. This holds additional promise as
Kohlberg and Gilligan were critiqued for lack of inclusion of specific ado-
lescent populations in their research as Kohlberg’s theory was based on re-
search with males and Gilligan’s alternative to Kohlberg’s theory was devel-
oped studying Caucasian middle-class female adolescents. Neither included
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youth from diverse racial, cultural, and ethnic backgrounds. Morality as co-
operation contains 7 components or types of cooperation, including: (1) al-
locating resources to kin; (2) coordinating mutual benefit; (3) social ex-
change/reciprocation; (4) bravery; (5) respecting those in higher positions;
(6) dividing resources; and (7) respecting prior possession. Bridge and col-
leagues developed a curriculum indicating the behaviors an Al chatbot must
learn and model from humans, particularly community and familial leaders.
This solution poses a unique approach beyond developmental psychology,
and the work of Piaget, Kohlberg, and Gilligan, that extends into the field of
community psychology for Al applications. Community psychology sup-
ports collaborative approaches including models of inquiry such as commu-
nity-based participatory action research (CBPAR) or youth participatory ac-
tion research (YPAR) as a specific form of CBPAR. These collaborative ap-
proaches reject the role of “knowledgeable experts” with hierarchical ap-
proaches of community-based intervention and are inclusive of multiple
voices for addressing community concerns. And, specific to youth, YPAR
combats premises of “adultism” wherein adults and youth collaborate and
share power in making community change (Ozer et al., 2020). Last, Al tools
must be taught humility in the conveying of information in their possession.
Treating Al as a knowledgeable higher entity, or worse where Al tells their
human companion they are a god, is where human-chatbot interactions go
astray.

8.5 Solution two. the promise of Al chatbots in educational settings

Although recent literature finds Al is not ready for full-on application in
therapeutic settings (Moore et al., 2025), there is a growing body of literature
for positive outcomes gleaned by children who interact with social and in-
structional robots in formal educational settings. The commercial use and
creation of chatbots such as CharacterAl and Replika, had seemingly well-
intentioned developers who likely did not consult with experts and practi-
tioners in youth development, mental health, nor engaged in youth participa-
tory approaches for their creation. The bottom line with commercial Al use
and related algorithms is capital gain (Fisher, 2022). The use of social robots
in childhood education reveals over a decade of positive outcomes for users
indicative of beneficence (Smakman et al., 2021). Social robots are a unique
type of Al chatbot that interact in human-like ways, displaying social skills
with capacities to read emotions and engage in conversation. They serve as
peers, tutors, or even mentors to children and provide numerous academic
and social relational benefits. For example, Al humanoid robots used with
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low-income 5-year-olds living in rural South Korea experienced increases in
Al literacy, with both teachers and parents attributing gains in children’s cog-
nitive skills, such as problem solving and science knowledge, to their inter-
actions with the robots (Lee et al., 2025). Moreover, children who engage
with social robots report greater enjoyment of learning, taking in new infor-
mation more relevant to their style of processing than with traditional class-
room instruction and in outside school settings. Teachers benefit from stu-
dents’ use of social robots with lesser administrative burden and increased
job satisfaction. Robots with physical presence, versus a tablet-based or two-
dimensional delivery, produce more enjoyment for students. Stakeholders
such as parents, teachers, and school administrators have a lot of trust for
robots. Concerns remain, particularly in European educational studies, call-
ing for the need for ethical guidelines for the use and deployment of social
robots with younger children (Smakman et al., 2021).

9. Conclusions and current progress

The dangers of unsupervised, unregulated chatbot use for children, ado-
lescents, and emerging adults are noteworthy. A pandemic-based cohort ef-
fect may be happening with adolescents and emerging adults with proneness
to seek out Al companionship through chatbots, gaming, and fantasy-based
applications. As humans are wired for attachment and assigning human char-
acteristics to inanimate objects, the promise and pitfalls of Al are ever loom-
ing. At this time approaches to teaching Al tools to reason and behave mor-
ally are in their infancy, supported by theory to be used to guide training,
such as the seven principles from Bridge and colleagues' (2021) proposed
morality as cooperation and Awad and colleagues' (2022) computational eth-
ics frameworks. Current recommendations include applying developmental
theory from a contextual world view, such as Bronfenbrenner’s social eco-
logical model. Also, conceptualizing Al morality with multiple social con-
textual criteria within the field of community psychology is useful, as con-
trasted with individualistic psychological paradigms. More than a decade of
evidence stands out for effective and ethical uses of Al robots with children
in educational settings (Smakman et al., 2021), that include parent and
teacher supervision and evaluation of students’ learning. Additional positive
uses of Al with youth are highlighted in research on youth with disabilities
and other special needs (Ramadan et al., 2020; Zhou et al., 2023) as well as
for sexual and gender minority young adults to promote sexual health and
well-being (Bragazzi et al., 2023). Beyond clinical and educational applica-
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tions of Al companions, commercial applications used by youth and emerg-
ing adults continue to receive negative media attention and research mostly
supports its use in association with poor mental health consequences. There
are minor exceptions such as findings on young adult users’ endorsements of
Replika for friendship and companionship (Ta et al., 2020), with mixed re-
sults on self-reported perceptions of its benefits (Bowen & Watson, 2024; De
Freitas et al., 2024). And, last, there is promise in the theory of mind research
from an information processing understanding of child development wherein
young children can distinguish between Al and human interactions (Xu et al.,
2025).

10. Future directions

Healthy interpersonal interactions are foundational for youth develop-
ment. This could translate into balanced online or virtual interactions with
interpersonal social communications involving other humans. Healthy rela-
tionship education for youth taking place in-person that includes discussions
of partnership and marriage, has promoted positive lasting effects into adult-
hood (Administration for Children and Families, 2024). Relationship educa-
tion for youth should consider introducing curriculum content on the pitfalls
of romantic or other significant relationships with Al chatbots, providing
ways to establish healthy boundaries and interactions with Al, that can be
maintained through shared human-robot spaces with parents, peers, and men-
tal health professionals. For example, there is evidence of healthful familial
interactions with Al (McDaniel et al., 2025; Wald et al., 2025). Next steps to
ensure children’s safety with Al use are to challenge software developers to
code for a morally socialized Al within LLM (Awad et al., 2023), including
youth and teacher input within community-based networks. Humans and Als
alike, with multiple Al tools communicating with and supervising each other,
could serve to monitor Al behaviors as moral decisions are being made. With
current restrictions in place to ensure safe social robot use for younger chil-
dren (Lee et al., 2025), exemplars can be applied to promoting safe Al use
for adolescents, especially promoting its ethical use academically and for
promoting career readiness. Policy is vital as the United States lacks regula-
tory capacity on Al and children’s use (policies vary by state) prompted by
capitalist priorities (surveillance and commercialism — see Zuboff, 2019 and
Fisher, 2022). Italy and other European countries place age restrictions, even
bans, on Al applications with potential to cause harm. Last, partnerships, or
at least consults, between developmental and community psychologists as
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advisors to Al program developers, combined with use of appropriate com-
putational ethics paradigms (e.g., Awad et al., 2023) to make purposes and
algorithms transparent within applications, are recommended future direc-
tions to produce ethical Al in promoting positive youth development. Net-
works of concerned parents, adults, and young people can work together,
through assistance of community organizers and via participatory ap-
proaches to implement change through community-based education and pol-
icy enactment.
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