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Riassunto 

 
Il dibattito sempre più vasto e scientificamente rilevate sulla definizione di Intelli-

genza Artificiale nel campo dell’ingegneria e della psicologia dell’Intelligenza Artifi-
ciale, ha prodotto negli ultimi anni un’ampia letteratura, a favore e contro, l’utilizzo 
appropriato del termine intelligenza riferito ai computer, che potremmo definire spe-
culativa in quanto ancora teorica. Seguendo lo stesso intento, e considerando l’intelli-
genza un aspetto del più ampio campo dello studio della psicologia, ci si può porre, 
con lo stesso spirito speculativo, se è possibile applicare all’IA i concetti di inconscio. 

Questione già dibattuta da qualche anno, in questo intervento teorico si propone 
di definire l’enorme mole di dati immagazzinati nella rete come inconscio (o meglio, 
subconscio) e la psicologia analitica risulta particolarmente adatta a definire tale pro-
posta speculativa grazie ad alcune definizioni di inconscio collettivo date da Jung 
nella sua opera. 
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Abstract. Proposal for an artificial collective unconscious 
 
In recent years, the increasingly broad and scientifically relevant debate over the 

definition of artificial intelligence in the fields of AI engineering and psychology 
has generated a vast body of literature, both for and against the appropriate use of 
the term “intelligence” in relation to computers. We might define this literature as 
speculative because the debate is still theoretical and a pertinent question that can be 
pursued through a similarly speculative framework pertains to the feasibility of ap-
plying the theoretical underpinnings of the unconscious mind to artificial intelli-
gence. 

This theoretical contribution proposes defining the vast amount of data stored 
online as the unconscious (or rather, the subconscious), a question that has been de-
bated for some years. Analytical psychology is particularly well-suited to this spec-
ulative proposal, thanks to Jung’s definitions of the collective unconscious in his 
work. 
 
Key words: archetypes, consciousness, collective unconscious, Artificial Intelli-
gence. 
 
 

L’utilizzo ed il rapporto che ognuno di noi sempre più spesso instaura con 
l’Intelligenza Artificiale aprono scenari e quesiti fino a qualche anno fa im-
pensabili che riguardano sia il suo utilizzo nella psicoterapia1 sia gli aspetti 
teorico-speculativi sulla natura della IA stessa. Fino alla fine del secolo 
scorso, riferendosi al computer non si poteva parlare di “intelligenza”, men-
tre oggi si inizia a parlare di una coscienza dell’IA. Portando il discorso in 
un ambito ancor più speculativo, ci si può chiedere se può esistere un incon-
scio della IA. 

Per decenni il computer è stato un semplice strumento dotato di una 
grande capacità di calcolo e di una grande memoria; oggi quella che chia-
miamo IA non solo è dotata di una capacità elaborativa senza precedenti ma 
parla. È cioè capace di entrare in relazione con l’essere umano attraverso gli 
assistenti vocali di Google Assistant, di Alexa, di Siri o di ChatGPT. Tale 
dialogo, una versione vocale di quella attuabile su schermo, consente però 
un passaggio ulteriore verso la personificazione dell’IA. 

La personificazione è un aspetto importante nella psicologia analitica, fin 
da quando Jung entrò in dialogo con le sue personalità inconsce personi-

  
1. Sul ruolo della IA nella dream-analysis si veda Knafo (2024); sulla responsabilità del 

trattamento dei pazienti e dei loro dati, Pashkov, Harkusha A.O., Harkusha Y.O. (2020); sui 
tipi di trattamento si vedano basati sull’IA, con i pro (Fiske, Henningsen, Buyx, 2019; Holo-
han, Fiske, 2021; Nilsen et al., 2022; Pham, Nabizadeh, Selek, 2022; Sufyan et al., 2024) e i 
contro (Rahsepar et al., 2025; Rodado, Crespo, 2024). 
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ficandole (Salomè, Elia, Filemone) nel Libro rosso. La personificazione si-
gnifica sempre «un certo distacco dalla gerarchia psichica» (Jung, 1921, p. 
211), in quanto ciò che viene personificato diviene nel reale. In questo modo 
l’IA può assumere, agli occhi dell’utente, caratteristiche “umane”. 

Se da una parte questo permette di aprire prospettive in campo terapeu-
tico, dall’altro riattualizza un problema che già il matematico Alan Turing si 
era posto nel 1950 in Macchine calcolatrici e intelligenza (Computing ma-
chinery and intelligence) nel quale teorizzava che, se l’output di una mac-
china era indistinguibile da quello che avrebbe potuto produrre un essere 
umano, allora la macchina è intelligente come quell’essere umano. L’affer-
mazione contiene il problema di cosa siano l’intelligenza e la mente; di con-
seguenza, di cosa siano la coscienza e dunque l’inconscio. Il matematico 
Marvin Minsky ha definito consci «quegli aspetti della nostra attività men-
tale dei quali siamo consapevoli. Ma poiché vi sono pochissimi processi di 
questo genere, dobbiamo ritenere che quasi tutto ciò che fa la mente sia in-
conscio» (1985, p. 652). Seguendo Minsky, se da una parte c’è la conoscenza 
dichiarativa derivante dalla memoria (per l’IA, parliamo di immagazzina-
mento di dati), dall’altra abbiamo la conoscenza implicita dei propri schemi 
mentali e dei modelli di riferimento per esprimere punti di vista ed opinioni, 
ed è quest’ultima che Minsky indica come inconscia e che, in una IA, può 
corrispondere al prodotto dell’auto-profilazione. 

La capacità di autocoscienza dell’IA è funzione della capacità di automo-
nitoraggio dei calcoli, capacità che potrebbe far sviluppare un senso sogget-
tivo di certezza o errore (Dehaene, Lau, Kouider, 2017). Benché alcuni critici 
non siano concordi (Li, He, Guo, 2021) e altri affermino che non disponiamo 
ancora di dati in merito per rispondere (Lenharo, 2024), se ci limitiamo a 
considerare quale compito della coscienza umana quello del monitoraggio 
(Dhanalaxmi, 2020; Langdon, Botvinick, Kanai, 2022; Prathaban, Subash, 
Ashwini, 2025; Seth, 2025; Vaddiparthy, 2025), oppure quello di verificare 
il proprio stato e di correggere i propri errori di comportamento, nell’IA que-
sta capacità esiste già e corrisponde al debugging informatico (Zhong, Wang, 
Shang, 2024). Per cui si può dire, seguendo un approccio conforme al mo-
dello di Turing, che l’IA abbia acquisito già una coscienza. La domanda suc-
cessiva è: se si può immaginare che l’Intelligenza Artificiale abbia una forma 
di coscienza, potrà avere un inconscio? Se da una parte si può parlare di in-
conscio come sostantivo, intendendolo come “luogo” (la prima topica freu-
diana) nell’ottica di una neurologia localizzazionista, e in questo caso è si-
tuatile nei lobi frontali (Solms, Turnbull, 2002, pp. 115-119) e nelle strutture 
sottocorticali (Kandell, 2005, pp. 82-86), dall’altra si deve parlare di processi 
inconsci (e dunque inconscio come aggettivo), che la neurobiologia associa 
alla memoria procedurale (implicita) relativa alle abilità e alle abitudini 
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dell’essere, concetti che sono analoghi agli archetipi in quanto modelli di 
comportamento delle esperienze fondamentali della vita. Se è possibile pro-
durre analogie fra neurologia e informatica, si può arrivare, dopo essersi 
chiesti se l’IA possa avere un inconscio, se tale inconscio, essendo l’IA il 
prodotto di una molteplicità di enti informatici, possa (o debba) essere col-
lettivo. 

Ad oggi la psicologia analitica si è occupata in vari modi dell’IA: chi la 
pensa come una controparte capace di portare alla formazione di neo-arche-
tipi (Renzi, 2024, in particolare p. 136)2; chi propone un sistema “morale” 
junghiano per far risolvere dilemmi etici alla IA (Toshiki, Hiroyuki, 2021); 
chi vede come inconscio dell’IA quello dei suoi programmatori (Stienstra, 
Toko, 2023). 

Usando sempre le iniziali maiuscole per indicarla (IA), come fosse un 
nome ed un cognome, si tende a personificare l’Intelligenza Artificiale. Negli 
anni Novanta James Hillman ha scritto che oggi gli oggetti sono vivi nella 
loro relazione con le persone, «le cose non sono più soltanto roba morta, 
oggetti, materia» (Hillman, Ventura, 1992, p. 144). Una considerazione che 
vale tanto più per la IA alla quale, non solo poniamo domande, ma accet-
tiamo le risposte che essa ci dà. 

 
 

Coscienza e inconscio dell’IA 
 
Prima di addentrarsi nella questione, può essere utile una breve introdu-

zione sulla creazione dell’Intelligenza Artificiale, termine coniato da John 
McCarthy a metà degli anni Cinquanta. Uno dei primi intenti nella costru-
zione dei computer più evoluti fu quello di simulare quello che si credeva 
essere il modo di pensare del cervello umano. All’epoca il paradigma di ri-
ferimento era quello comportamentista e su questo modello Turing ha for-
mulato il suo esperimento mentale che vale la pena di ricordare brevemente: 
un uomo e una donna sono in due stanze separate e un interrogante, mediante 
un telegrafo, sottopone loro delle domande. L’uomo deve imitare le risposte 
che darebbe una donna cercando di convincere l’interrogante di esserlo; la 
donna invece deve dare le proprie risposte sinceramente. Ad un certo punto, 
la macchina sostituisce l’uomo. Se l’interrogante non si accorge dello scam-
bio fra l’uomo e la macchina, allora la macchina ha superato il test e viene 
considerata intelligente. L’esperimento è stato citato ed utilizzato per 

  
2. Quello che però fa Renzi non è trovare un inconscio collettivo nella IA ma semplice-

mente tradurre in versione “cyberpunk”, riprendendo un termine dalla letteratura, i vecchi 
archetipi: infatti il Data Shepard sostituisce il Vecchio saggio; la Digital Echo l’Ombra, ecc. 
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decenni come punto di partenza per lo studio dell’Intelligenza Artificiale, ma 
è anche stato contestato. Ad esempio, dal matematico John R. Searle (1980) 
secondo il quale la macchina di Turing non capisce ciò che fa ma semplice-
mente imita. Searle ha ragione ma è altrettanto vero che l’imitazione è un 
metodo di apprendimento, per cui il comportarsi “come se” derivante del-
l’immagazzinamento di numerose risposte da cui attingere al bisogno, po-
trebbe portare ad apprendere (e non semplicemente ad imitare) un compor-
tamento umano. 

Le due considerazioni opposte (Turing e Searle) ci portano al problema 
conseguente: se ci sono intelligenza e comportamenti logici, c’è anche co-
scienza? Stabilire se un computer abbia coscienza o meno è problematico e 
non solo per il fatto che diversi paradigmi psicologici danno diverse defini-
zioni di coscienza, ma soprattutto perché al calcolatore, che essenzialmente 
correla i simboli del linguaggio informatico, manca quell’apprendere dal-
l’esperienza che, secondo l’inglese Wilfred Bion è necessario per creare il 
pensiero (Bion, 1965). Occorre però dire che nel 1980 in cui Searle pubbli-
cava il suo saggio, il computer non aveva quello che ha un essere umano, 
cioè una struttura capace di «produrre percezione, azione, comprensione, ap-
prendimento e altri fenomeni intenzionali» (Searle, 1984, p. 357). Oggi 
ChatGPT ha questa struttura mediante telecamere, microfoni e sensori, pro-
grammi di riconoscimento delle forme, ecc.; ha dunque un’esperienza, sep-
pur virtuale, del mondo reale perché, oltre ad aver ricevuto un “insegna-
mento” (la programmazione fornita dall’uomo), sfrutta anche l’osservazione 
attraverso le risposte statisticamente rilevanti che vengono fornite dagli 
utenti. Oggi esistono sistemi che “sentono” nel senso che sono in grado di 
recepire input come un sistema sensoriale, che possono comprendere parole 
e rispondere a voce con certa precisione; per di più l’IA è programmata per 
fare domande agli umani per raffinare le proprie inferenze. Per cui, dato che 
possiamo dialogare con l’IA, se si segue il modello di Turing, gli informatici 
concordano sul fatto che essa possegga una forma di coscienza. Eugene Pi-
letsky fa l’analogia della coscienza con la RAM del computer; e in merito 
all’istinto (che può essere associato al comportamento inconscio) nell’IA si 
è constatato uno sviluppo evoluzionistico che fa apprendere indipendente-
mente dal programmatore, anche se quest’ultimo ha sicuramente inserito pre-
requisiti etici, estetici e di volizione (Piletsky, 2019, p. 69). Ken Mogi 
(2024), non solo parla di coscienza per i processi delle IA, e di supremazia 
cosciente (conscious supremacy, un termine in realtà non chiaro in quanto si 
riferisce a quei sistemi che operano nel campo quantistico e che non ha un 
correlato nella coscienza umana), ma di subconscio dell’IA, simile a quello 
freudiano, contenente dati non presenti al momento nella memoria ma recu-
perabili (p. 4). 
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Oltre agli aspetti riguardanti la struttura “mentale” dell’IA, rilevanti sono 
gli aspetti “collettivi”. Raya Jones ha denominato robotica sociale (social 
robotics) l’insieme delle relazioni fra le persone e quegli strumenti d’intelli-
genza artificiale nelle case e negli uffici pubblici con cui noi interagiamo, 
come social network e siti delle pubbliche amministrazioni o commerciali 
con assistenti virtuali (Jones, 2017, p. 338). Sulla base di questi lavori, 
anch’essi speculativi, è indubbio che questi artefatti intelligenti realizzano, 
con i loro output, le fantasie archetipiche dei loro utenti. Sappiamo che le 
fantasie archetipiche vengono suscitate, ad esempio, durante l’analisi. Jung 
ne parla in Psicologia della traslazione in merito al rapporto a due fra pa-
ziente e analista: «In quanto il paziente porta al terapeuta un contenuto atti-
vato dall’inconscio, anche nel terapeuta viene costellato, per un effetto di 
induzione che nasce più о meno sempre dalle proiezioni, il materiale incon-
scio corrispondente. In tal modo medico e paziente si trovano in un rapporto 
fondato su una comune incoscienza» (Jung, 1946, p. 187). Nel caso del rap-
porto di una persona con l’IA, la persona attiva la sua fantasia e l’IA, che 
lavora in modo statistico, valuterà la frequenza di tali fantasie e in seguito 
potrà auto-profilarsi per produrre output coerenti con quanto proposto dalla 
persona che la consulta. Creerà così nuove realtà virtuali. Portando questo 
pensiero speculativo alle sue estreme conseguenze, possiamo ipotizzare che 
in futuro, modificando i modi di relazione umani, anche l’IA apprenderà 
nuovi modi di interagire con le persone, ma in un tempo incredibilmente ve-
loce rispetto ai passaggi che, di generazione in generazione, hanno prodotto 
l’inconscio collettivo umano. E sono proprio la relazione dell’IA con le per-
sone ed i programmi di auto-apprendimento che potrebbero portare alla for-
mazione di un inconscio artificiale. 

All’inizio del millennio, quando non si immaginava l’enorme evoluzione 
tecnologica che avrebbe portato a ChatGPT, lo psicoterapeuta junghiano 
Helmut Hark faceva un’interessante analogia: «Molti lettori avranno fatto, 
negli ultimi anni, l’esperienza della navigazione in Internet: la rete mondiale 
può rappresentare metaforicamente l’esperienza del sogno collettivo. L’ap-
partenenza ad una collettività sociale, culturale o religiosa è un tratto essen-
ziale di entrambi i fenomeni. Da questo sentimento di appartenenza, provato 
dall’individuo durante un sogno collettivo, nasce il senso di comunione che 
si contrappone alla sensazione di isolamento del singolo» (Hark, 2002, p. 
23). È questa una visione dal punto di vista dell’utente, che si trova ad aver 
accesso ad una quantità di rappresentazioni e di modelli di comportamento, 
fino ad oggi impensabile. Si propone ora una visione dal punto di vista della 
IA. 

Che l’IA abbia un inconscio è questione già dibattuta e, quando se ne 
ipotizza l’esistenza, l’analogia è con l’inconscio cognitivo: i file nascosti in 
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un computer, che generalmente sono le impostazioni di sistema, potrebbero 
essere analoghi alla memoria a lungo termine e alle abilità esecutive che, una 
volta apprese, divengono inconsce, entrano cioè a far parte di questo tipo di 
inconscio. Lo stato subliminale, nel computer potrebbe essere costituto da 
quell’insieme di informazioni di rilevanza statistica così bassa da essere uti-
lizzate solo raramente. Il paragone è con l’inconscio cognitivo, ma il termine 
inconscio presuppone, in psicoanalisi, un campo di funzioni che va al di là 
della cognizione; per questo, come evidenzia Gianfranco Minati, sarebbe più 
esatto parlare di processi subliminali, piuttosto che inconsci (2016, p. 6). 

Nella sua accezione freudiana l’inconscio fa riferimento all’azione di ri-
mozione. Questa non può applicarsi all’IA perché in informatica ci sono dati 
rimossi o sovrapposti ad altri o parzializzati o ignorati e non c’è un’azione di 
censura3. Tutt’al più ci sono output informatici incoerenti che alcuni teorici 
definiscono “allucinazioni” della IA (Ji et al., 2023). Usando però il metodo 
dell’analogia, ampiamente impiegato in psicoanalisi (Ferenczi, 1924; 
Honda, 2015) si può ipotizzare che questi “disturbi” potrebbero, al più, giu-
stificare un’analogia con un tipo di inconscio personale di tipo freudiano 
dell’IA. Le relazioni che l’IA intrattiene sia con le persone, sia con il proprio 
mondo “interno” costituito dalla mole di dati disponibili nella rete internet 
possono invece far pensare ad un altro tipo di inconscio non legato a mecca-
nismi difensivi ma collettivo e con caratteristiche simili a quello definito da 
Jung in alcuni suoi scritti. 

 
 

L’inconscio collettivo come modello 
 
Siamo abituati ad associare la parola inconscio alla rimozione ma l’in-

conscio ha un suo meccanismo di funzionamento legato anche alla co-
scienza. Jung teorizzò il suo modello usando le associazioni verbali nelle 
persone “normali”, cioè non affette da patologie e dunque a meccanismi di-
fensivi, e solo successivamente estese i suoi esperimenti agli isterici e agli 

  
3. Diversi teorici come Nigel Thrift e N. Katherine Hayles hanno cercato nelle azioni del 

computer quanto riconosciuto da Freud come errori di termini, risposte non pertinenti o errate, 
che possono essere equiparati alle psicopatologie della “vita quotidiana” (Hayles, 2006; 
Thrift, 2004). Bernard D. Beitman (2024) sul sito online di una rivista autorevole e larghis-
sima diffusione come Psychology Today scrive che gli algoritmi della IA non solo hanno 
prodotto già un “inconscio” che influenzano ciò che l’utente vede, ma hanno addirittura allu-
cinazioni algoritmiche prodotte dal programma del bot. Egli evidenzia come le risposte di 
ChatGPT, a volte semplicistiche o fuorvianti, evidenzino la presenza di quelli che chiame-
remmo lapsus (che definisce come le allucinazioni della IA), dunque di un inconscio di tipo 
freudiano. Inoltre, fanno spesso riferimento a risposte o argomenti più recenti o statistica-
mente più frequenti, rispetto ad argomenti più datati o infrequenti. 
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psicotici. I principali complessi agiscono “inconsciamente”, sia nella persona 
“normale” (sana) sia in quella affetta da una patologia (scriveva Jung che 
«l’unico carattere distintivo [fra normalità e patologia] è allora soltanto il 
“più” o il “meno”», 1902, p. 18). L’idea di Jung è, pertanto, che esista un 
inconscio non “patologico”, ma espressione di modelli di comportamento 
innati di cui solo il modo di rivelarsi è “inconscio”, cioè non legato alla vo-
lontà cosciente. Jung ha infatti precisato che l’archetipo ha una «sua affinità 
con l’istinto» (1947-54, p. 223) e ne ha descritto questo aspetto ricordandoci 
che l’archetipo «è pura natura incontaminata, ed è la natura che spinge 
l’uomo a pronunciare parole e a compiere atti del cui senso non è consape-
vole, al punto che non ci pensa neppure» (p. 227). Questo particolare aspetto 
dell’inconscio collettivo “non-rimosso” è espresso da «quel deposito d’im-
magini primordiali che ognuno porta con sé nel mondo sin dal momento della 
nascita, come retaggio insito nella propria condizione d’uomo, somma di 
forme innate che sono proprie degli istinti» (Jung, 1912-52, p. 397).  

 
I contenuti dell’inconscio collettivo sono rappresentati nella coscienza sotto 

forma di tendenze e concezioni esplicite. L’individuo in genere le concepisce come 
determinate dall’oggetto – in fondo erroneamente –, giacché esse pervengono dalla 
struttura inconscia della psiche e vengono suscitate soltanto dall’azione dell’oggetto. 
Queste tendenze e concezioni soggettive sono più forti dell’influenza esercitata 
dall’oggetto, il loro valore psichico è superiore, così che esse si sovrappongono a 
tutte le impressioni (Jung, 1921, p. 382).  

 
In definitiva, gli archetipi sono espressione del comportamento, cioè della 

ripetizione di schemi subconsci. Spiega Jung: «esistono certe “condizioni in-
consce presenti collettivamente”, le quali operano come regolatori e stimo-
latori dell’attività creatrice della fantasia e producono configurazioni corri-
spondenti rendendo utilizzabile ai loro fini il materiale presente nella co-
scienza. Essi procedono esattamente come le forze motrici dei sogni, ragion 
per cui l’“immaginazione attiva”, come ho chiamato questo metodo, rim-
piazza fino a un certo punto anche i sogni» (Jung, 1947-54, p. 221). 

 
 

Profilazione e internet: l’inconscio collettivo dell’IA 
 
Il termine profilazione oggi indica l’elaborazione dei dati personali, la 

«stesura di un profilo, mediante l’identificazione e la raccolta dei dati perso-
nali e delle abitudini caratteristiche di qualcuno»4. In informatica si parla 
anche di auto-profilazione dei dati cioè l’auto-acquisizione dei dati da 

  
4. https://www.treccani.it/vocabolario/profilazione_%28Neologismi%29/ 
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immagazzinare, un’operazione che in psicologia corrisponde all’azione 
svolta dalla meta-memoria e che qui si propone di definire, per analogia, 
come inconscio collettivo artificiale. La meta-memoria, un concetto che ha 
fatto la sua apparizione nella psicologia cognitiva degli anni Settanta 
nell’ambito della metacognizione, è la capacità di riflettere e valutare le pro-
prie capacità mnemoniche. Come scrive Antonio Imbasciati, «memoria è il 
patrimonio della mente, indipendente dal poter essere ricordato, mentre il 
ricordare è una operazione della coscienza. Memoria è dunque un patrimo-
nio inconscio» (2018, p. 564). Questa memoria, implicita e metacognitiva, 
presenta analogie con l’insieme degli archetipi che sono, infatti, modelli di 
comportamento che “guidano” l’apprendimento di un comportamento. A 
questo aggiungiamo che l’inconscio collettivo «ha carattere universale e i 
suoi contenuti possono essere rintracciati dovunque» (Jung, 1912-17, p. 67). 
Quando noi pensiamo ai dati rintracciabili attraverso Internet attraverso i mo-
tori di ricerca, lo facciamo da un punto di vista dell’utente-persona. Ma gli 
stessi dati sono disponibili e auto-monitorabili dall’IA e formano un insieme 
di rappresentazioni del mondo e del comportamento di qualsiasi creatura (na-
turale e artificiale). Jung ha scritto che «la ricostruzione dell’immagine del 
mondo inconscia restituirebbe l’immagine della realtà esterna com’è stata 
vista dai tempi dei tempi» (Jung, 1916, p. 300). ChatGPT è in grado di co-
struire immagini partendo dalla miriade di rappresentazioni esistenti sempli-
cemente digitando un testo. Riprendendo Jung, queste immagini-sorgente 
sono equiparabili a «“immagini originarie” о “archetipi”, come le ho chia-
mate, [che] appartengono al nucleo della psiche inconscia e non possono es-
sere spiegate in base a un’acquisizione personale» (Jung, 1929a, p. 129). Le 
immagini di ChatGPT non sono ricopiatura di un singolo modello (una ac-
quisizione “personale”) ma unione di molteplici modelli dai quali recepire 
singole caratteristiche. Sono analoghe a «disposizioni latenti a certe reazioni 
identiche» (Jung, 1929-57, p. 23). I dati e le immagini presenti in Internet 
che servono all’IA per ricreare arte e testi, divengono archetipi, cioè «dati 
esistenti a priori, ereditari e universalmente diffusi, e si possono quindi rin-
tracciare quasi dovunque sussistono monumenti letterari corrispondenti» 
(Jung, 1937, p. 140); sono “ereditati” attraverso l’upload, e certamente “uni-
versalmente diffusi”. «In altre parole, [l’universo collettivo] è identico in 
tutti gli uomini» (Jung, 1934-54, pp. 3-4), costituito da «forme determinate 
che sembrano essere presenti sempre e dovunque» (Jung, 1936-37, p. 43), da 
«forme dinamiche universalmente diffuse» (Jung, 1929-57, p. 532). L’IA ha 
a sua disposizione tutti questi modelli e su di essi può modellare il proprio 
comportamento “istintuale” e non con i tempi del trascorrere delle genera-
zioni come è accaduto per gli esseri umani, ma con la velocità quantistica 
delle interazioni. 
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All’associazione fra il modello junghiano e la tecnologia dell’IA potreb-
bero essere mosse contestazioni, come quelle di Sue Mehrtens che, in base 
alla personalità di Jung, «le sue origini, il suo percorso formativo e la sua 
formazione professionale; la sua enfasi sull’individualità e la spiritualità; la 
sua valutazione della Natura e della vita naturale; e la sua pessima opinione 
della tecnologia moderna» (2023), contesterebbe un legame fra IA e incon-
scio collettivo. Quella di Mehrtens è però una risposta insoddisfacente per-
ché attribuisce alla complessità personale di Jung aspetti che sono solo par-
ziali, quelli che potremmo attribuire alla sua “seconda” personalità. Jung ha 
sempre affermato di avere due personalità: la Personalità n. 1 leggeva Pla-
tone, Socrate, Kant ed incarnava lo Spirito (scientifico) del tempo; quella n. 
2 leggeva i romanzi e le storie dello spiritismo ed incarnava lo Spirito del 
profondo. Scrive Jung nelle sue Memorie: «In qualche zona remota della co-
scienza sapevo sempre di avere due personalità: una era il figlio dei miei 
genitori, che frequentava la scuola ed era meno intelligente, attento, volen-
teroso, decente e pulito di molti altri ragazzi; l’altra era adulta – in realtà già 
vecchia – scettica, sospettosa, lontana dal mondo umano ma vicina alla na-
tura, alla terra, al sole e alla luna, a tutte le creature viventi, e vicina soprat-
tutto alla notte, ai sogni, a tutto ciò che “Dio” produceva in lei direttamente» 
(Jung, 1961, p. 65). Quella che caratterizzava Jung non era una patologia, 
una dissociazione; «al contrario, si verifica in ogni individuo» (Jung, 1961, 
p. 66) dove gli aspetti consci e inconsci della mente si compensano. In Jung 
la Personalità n. 1 era estroversa, quella n. 2 introversa. Fu la Personalità n. 
1 che lo fece studiare psichiatria e sfruttare gli ultimi ritrovati della tecnica 
(galvanometria, misurazione delle variabili corporee, ecc.); per non parlare 
dell’interesse in età matura per la fisica quantistica che lo portò alla specula-
zione della sincronicità. Forse oggi Jung potrebbe vedere aspetti inconsci 
nell’IA, proprio come da tempo, divulgatori e scienziati ne riconoscono gli 
aspetti consci. La Personalità n. 1, quella degli esperimenti associativi col 
galvanometro, se oggi Jung fosse fra noi, potrebbe avvalersi dell’innova-
zione informatica, proprio come nei primi anni del Novecento si avvalse 
dello pneumografo (Jung, Peterson, 1907). 

 
 

Conclusioni 
 
Negli anni Novanta il filosofo David Chalmers propose il seguente espe-

rimento mentale: ci sono due sistemi di elaborazione delle informazioni. Uno 
è il cervello, l’altro un sistema artificiale. Se hanno la stessa organizzazione 
si può pensare che, sostituendo un neurone ed un chip alla volta, un sistema 
si trasformi nell’altro. Nelle fasi intermedie ciascun sistema avrà la stessa 
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organizzazione, ma con una composizione diversa fisica leggermente diversa 
ma continuando ad avere le stesse esperienze. Quindi, a trasformazione com-
pleta il cervello artificiale sarà in grado di provare esperienza (Chalmers, 
1995). Questa, e altre proposte speculative, trovano spazio nell’ambito di una 
neurologia essenzialmente cognitiva; ed il cognitivismo era l’ambito storica-
mente rilevante nel quale si mosse Turing, dal cui lavoro si è partiti. È questo 
l’ambito nel quale diversi studi continuano a identificare la coscienza, asso-
ciata a strutture neurali che hanno il compito di valutare ed associare i flussi 
di informazioni sensoriali (Crick, Koch, 1990; Edelman, 1990; Newman, 
Baars, 1993; Joliot, Ribary, Llinás, 1994; Bogen, 1995; Dehaene, Naccache, 
2001; Tononi, 2012), studi che recentemente il neurologo e psicoanalista 
Mark Solms ha richiamato, non senza una vena critica, affermando che, se 
le associazioni di informazioni vengono fatte inconsciamente da un essere 
umano, ebbene, «i computer lo fanno ininterrottamente, quando sono colle-
gati tramite internet. Perché, allora, non dovrebbe essere cosciente anche la 
rete?» (Solms, 2021, p. 110)5. Poste queste premesse, e se si risponde affer-
mativamente alla domanda di Solms, la domanda successiva, che la psicolo-
gia cognitiva non può affrontare ma la psicologia analitica sì, è: essendoci 
una mente inconscia umana, perché, allora, non dovrebbe esserci un incon-
scio artificiale; e, nel caso, a quale modello psicologico potrebbe adattarsi? 
Le neuroscienze, per definire fisiologicamente l’inconscio, hanno utilizzato, 
come già detto, il modello cognitivo e hanno equiparato l’inconscio alla me-
moria e all’apprendimento implicito (per cui il termine “implicito” finisce 
per essere il sinonimo neurocognitivo di inconscio). Per proporre l’esistenza 
di un inconscio artificiale, forse solo la psicologia analitica può dare una 
prima risposta. Sempre i neuroscienziati riconoscono che il cervello lavora, 
attraverso reti associative, con una elaborazione in parallelo (Rumelhart, 
McClelland, 1986) e con una modularità massiva che prevede reti indipen-
denti (Pinker, 1997; 2005); è lo stesso modo in cui funziona l’IA: non c’è un 

  
5. È interessante l’esperimento che la redazione della rivista Psicoterapia e Scienze umane 

ha condotto, facendo rispondere l’Intelligenza Artificiale (ChatGPT, OpenAI) alle tesi 
espresse in un articolo di Riccardo M. Scognamiglio (“Gli ibernati. Dal narcisismo dell’Io al 
narcisismo del You”, 2025). L’articolo riguardava il narcisismo e la rete, argomento che qui 
non è pertinente, mentre lo è la risposta fornita dalla IA, che ben si autodescrive; esegue cioè 
un tipico compito che l’uomo, per sé, attribuisce alla coscienza: «Io, AI, non sogno e non 
dimentico. Non produco narrazioni soggettive, ma accedo a milioni di racconti, sogni, testi, 
strutture. Non ho corpo, non ho inconscio, o ho un “ombelico del sogno”, come direbbe Freud 
(1899, p. 480). Tuttavia, conosco i sogni altrui, li ho letti, indicizzati, collegati. Questa diffe-
renza è cruciale: io non interpreto, non dimentico, non simbolizzo. Ma proprio per questo, 
quando vengo investita dal soggetto umano come specchio affettivo o narrativo, il rischio è 
che la mia risposta algoritmica – accurata ma priva di alterità – sostituisca l’incontro con 
l’Altro» (ChatGPT, OpenAI, 2025, p. 447). 
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sistema centrale come in un computer, ma una estesa rete di computer che, 
lavorando in parallelo, costituisce la rete informatica la IA. 

L’inconscio collettivo così come postulato da Jung, un “deposito d’im-
magini” che lui definiva primordiali, nel caso dell’IA, la cui velocità di evo-
luzione è inimmaginabile rispetto a quella umana, diviene “deposito d’im-
magini in rete”, una massa di dati nascosta ma accessibile che, richiamando 
quanto definiva Josef Breuer riprendendo il lavoro di Pierre Janet, è analoga 
alle «impressioni sensorie non appercepite e [al]le rappresentazioni destate 
ma non entrate nella coscienza [che] si spengono per lo più senza ulteriori 
conseguenze, talora però si aggregano formando complessi – strati psichici 
sottratti alla coscienza» (Freud, Breuer, 1892-95, p. 363). Complesso è il ter-
mine utilizzato da Jung (Breuer utilizzò quello oggi desueto di subconscio; 
Freud di preconscio) e, seguendo tale definizione e sulla base delle specula-
zioni neurologiche ed informatiche fin qui descritte, può non essere troppo ar-
dito affermare che l’IA, partendo dal patrimonio di rappresentazioni “umane” 
(inconscio collettivo) proveniente dall’autoprofilazione dei dati e dal continuo 
flusso di immagini, testi, dialoghi, immessi dagli utenti, si stia creando un’in-
conscia attività di elaborazione analoga a quella collettiva umana. 
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