
Education Sciences & Society, 2/2024 ISSNe 2284-015X 

 

118 

Artificial Intelligence in Higher Education: A Research Pathway 
with ChatGPT for Learning Design, Feedback, and Professional 
Development 
Maila Pentucci*, Manuela Fabbri**, Chiara Laici***° 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
First submission: 01/11/2024, accepted: 15/11/2024 
 
 

 
* Università “d’Annunzio” di Chieti-Pescara. E-mail: maila.pentucci@unich.it (corresp. author). 
** Università degli Studi di Bologna. E-mail: m.fabbri@unibo.it. 
***Università degli Studi di Macerata. E-mail: chiara.laici@unimc.it. 
° This paper is the result of a collaborative effort among the authors. The roles are attributed as 
follows: Maila Pentucci: development of the research framework; data collection and analysis; 
writing of Chapters 1 (“Introduction”), 2 (“Background”), and 4.2 (“Strengths and Weaknesses 
of ChatGPT’s Feedback”). Manuela Fabbri: Research implementation; data collection and 
analysis; writing of Chapters 3 (“Description of the Context and Research Framework”) and 4.3 
(“ChatGPT and Professional Development”). Chiara Laici: Data analysis; critical review of the 
research framework; writing of Chapters 4.1 (“Strengths and Weaknesses of Learning Design”) 
and 5 (“Conclusions”). Moreover, ChatGPT (OpenAI): Performed statistical processing of 
certain data and generated the illustrative graphs. 
 
Doi: 10.3280/ess2-2024oa18772 

Abstract 
This paper explores a research pathway that leverages an AI-based 
conversational tool, ChatGPT - OpenAI, to enhance essential competencies in 
future teachers and educators, with a focus on self-reflection and feedback 
literacy. Conducted within two pedagogical courses, the activity involved peer 
feedback on didactic design tasks, fostering students’ agency and metacognitive 
reflection. By using ChatGPT as both a design and feedback agent, students 
evaluated its effectiveness, strengths, and limitations. Reflective questionnaires 
allowed them to assess the tool’s potential integration into their future 
professional practices, addressing the broader applicability of AI in educational 
contexts.  
 
Key words: feedback; learning design; AI; ChatGPT; professional 
development. 
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1. Introduction 
 

This paper presents a research pathway, using an Artificial Intelligence-
based conversational tool, to enhance and support key competencies in 
preparing future teachers and educators, particularly self-reflection (van 
Velzen, 2015) and feedback literacy (Nieminen and Carless, 2023). 
Specifically, we used ChatGPT as an interactive tool in a peer feedback and 
review activity with students (Pentucci and Laici, 2023). The activity focused 
on a didactic design task assigned within university courses in the pedagogical-
didactic field at two different universities. 

From an ecosystemic perspective, we deemed it appropriate to integrate the 
tool in a way that emphasises both agency and proactivity (Rivoltella and Rossi, 
2019). Our two main objectives were: 1) to replicate the same task assigned to 
students, allowing for a comparative analysis of outputs and fostering 
metacognitive reflection on practice; and 2) to provide feedback on students’ 
work, enabling them to evaluate the feedback and decide how, or if, to revise 
their tasks. 

This hands-on experience also enabled students to reflect on the application 
of Artificial Intelligence in educational settings, assessing both the strengths 
and limitations of the ChatGPT tool when tested in such interactive processes. 

Through self-reflection questionnaires, students were able to articulate their 
perceptions of this usage and share their thoughts on the potential integration 
of the tool within their professional practices. In this context, we guided them 
through a process of self-examination focused on both their present training in 
educational fields and their future roles as teachers and educators. 

The research questions we aim to address through an analysis of the 
students’ responses are as follows: 
a) What strengths and limitations were observed when using the tool as both a 

design agent and a feedback agent? 
b) Can the tool support, initiate, or facilitate feedback and reflection processes 

in teacher and educator training? 
c) Based on students’ direct experience with the tool, what assumptions can be 

made about its application within the professional practices required in the 
teaching profession? 

 
 
2. Background 
 

Pre-trained generative systems based on artificial intelligence, with their 
ability to interpret and generate text interactively, have become common tools 
in everyday life (Hwang and Chang, 2021; Perera and Lankathilaka, 2023). 
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Their interpretive algorithms and rapid data processing give them a 
conversational quality that makes them resemble human agents (Deng et al., 
2024).  

This feature enables interaction via natural language instead of coding (Liao 
et al., 2023). 

The most significant educational studies (McNamara et al., 2023; Prananta 
et al., 2023) addressing future challenges and developments emphasise 
proactive applications of AI (Panciroli and Rivoltella, 2023; Følstad et al., 
2021), positioning AI as a partner, facilitator, or co-author within educational 
frameworks. This approach aligns with the concept of an AI culture (Elliot, 
2021), where interactions between human and non-human agents become 
pivotal. 

Indeed, the agentive and relational characteristics previously highlighted 
position AI-based generative systems as, in many respects, subjects rather than 
mere objects within integrated educational ecosystems (Gupta et al., 2024). 
These systems can transform other agents and, reciprocally, be transformed by 
them through targeted actions based on a deep understanding of their logic and 
functionality, such as prompting and training capacity (Wan and Chen, 2024; 
Walter, 2024). 

This shift requires a rethinking of teaching practices in light of these new 
interactive partners: on the one hand, there is a need to understand new paradigms 
based on dataisation (Wiliamson et al., 2023) and digital plenitude (Bolter, 2019), 
while on the other, it is essential to explore the roles and functions that AIs might 
fulfill in educational settings, particularly in higher education. By leveraging 
conversational capabilities, these tools can serve as feedback agents (Gratani et 
al., 2023; Pang et al., 2024), encouraging the development of students’ feedback 
literacy across its various dimensions (Carless and Boud, 2018): learning to 
appreciate and interpret the feedback received, managing emotions and anxieties 
associated with evaluation, acquiring the skills to process and provide 
constructive feedback, and formulating questions that foster self-awareness and 
critical comparison. Above all, these tools support students in using feedback in 
a generative manner (Rossi et al., 2018), enabling them to restructure and 
improve their performance and learning processes. 

Exploring the potential of AI in developing future teachers’ professional 
competencies, such as learning design (Rossi and Pentucci, 2021) and the ability 
to provide feedback with transformative intent (Winstone and Carless, 2019; 
Laici, 2021; Sansone, Bortolotti and Fabbri 2021), must necessarily begin with 
co-experimentation and co-research practices alongside students in training.  

This approach aims to surface the knowledge underpinning these practices 
and underscores their importance in consolidating a reflective stance (Pentucci, 
2018; Sansone, Fabbri and Bortolotti, 2023). 

Copyright © FrancoAngeli 
This work is released under Creative Commons Attribution - Non-Commercial – 

No Derivatives License. For terms and conditions of usage please see: http://creativecommons.org



Education Sciences & Society, 2/2024 ISSNe 2284-015X 

 

121 

3. Description of the Context and Research Framework 
 

The research was carried out in the context of two university degree 
programmes in the pedagogical field. The participants were 62 students, equally 
divided into two groups: 31 third year students of the Degree in Pedagogical 
Sciences at the University “d’Annunzio” of Chieti (Italy) and 31 second year 
students of the Degree in Mathematics at the University of Bologna (Italy). 

The research framework was divided into several phases. These are outlined 
in Fig 1. 

 

 
Fig. 1 - Phases of the exploratory study 

 
The students worked both individually and in small groups to design an 

educational pathway on a specific topic of their choice, which was later 
compared with a similar design generated by ChatGPT. Through a series of 
questionnaires and reflective activities students were asked to evaluate the 
quality of ChatGPT’s work, compare it with their own, and reflect on the 
potential future uses of such tools in educational contexts. Moreover, ChatGPT 
was utilised to evaluate the students’ projects, providing feedback that the 
groups analysed and discussed to refine their work. The findings from this 
process were used to explore how generative AI can be integrated into the 
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teaching and learning processes, aiming to enhance both teacher and student 
agency in educational settings. 

The two questionnaires were extensive and detailed and provided significant 
data on various aspects. They were given to the students and focused on two 
dimensions.  

In relation to the present, students reflected on the potential and limitations of 
ChatGPT in the context of their educational experience. In particular, they 
discussed how AI could facilitate lesson planning, feedback and critical 
reflection, while also identifying challenges such as the need for constant human 
supervision; looking to the future, students reflected on the future use of ChatGPT 
in their professional practice. They were asked to consider whether they would 
use this tool in their future work as educators/teachers, and in what contexts it 
might be useful, both as an aid to design and assessment, and as a tool for their 
students to engage in self-assessment and autonomous learning. 

Specifically, the first questionnaire (a), completed by 61 students (44 F and 
16 M; mean age 23.2 years), asked participants to evaluate the product 
generated by ChatGPT and to compare it with that of their own group. The 
second questionnaire, completed by 57 students (42 F and 15 M; mean age 23.4 
years), focused on both the feedback received from the ChatBot in relation to 
their own task and the potential future uses of ChatGPT, both as an educational 
professional and as a tool for students. 

 

 
Fig. 2 – Questionnaire’s answers 
 

The open-ended responses were analysed using Braun and Clarke’s (2019) 
model: Reflexive Thematic Analysis. This analysis involves an inductive 
approach, as tags are identified from the qualitative and reflexive interpretation 
of the data itself. This approach seeks to bring out the latent meanings, ideas 
and conceptualisations underlying the data. The codings were reviewed and 
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agreed upon by the three authors (Braun and Clarke, 2012). A frequency 
analysis was then performed on the tags, following the principles of qualitative 
content analysis (Krippendorff, 2019).  

This analysis allowed us to identify and quantify recurring themes and 
concepts “in order to organise the story into a coherent and internally consistent 
account” (Braun and Clarke, 2006, p. 22).  

We also conducted an analysis of co-occurrences between tags by 
representing them through heatmaps that highlighted certain patterns of data 
concentration. 

 
 

4. Results and discussion 
 
4.1 Strengths and weaknesses of learning design 
 

The first questionnaire asked the students to analyse the strengths and 
weaknesses of the learning design made by ChatGPT, comparing it with that 
made by their own group. 

The students therefore approached the task produced by ChatGPT not from 
a simple evaluative or revision perspective, but in a posture of comparison and 
activation of an inner feedback (Nicol, 2020; Nicol and McCallum, 2022; Tam, 
2024). They were able to reflect and were able to mirror their own cognitive 
mechanisms in the artefact. They also reflected on the strategies activated and 
the difficulties detected and faced in their own design actions. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig. 3 - Distribution of absolute frequencies of the tags related to the strengths of the learning design realised 
by the Chatbot 
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With respect to strengths, as evidenced by Figure no. 3, the most frequent 
tags that can be associated with the 61 students' reflections are structure (N = 
17) and detail (N = 15), followed by fewer tags associated with clarity, 
materials variety and speed. 

The analysis of the co-occurrences of the tags within the same answers also 
shows that the tag structure recurs 5 times with clarity, 4 times with detail and 
4 times with speed. 4 times with detail and 3 times with variety. 

The learning design implemented by the Chatbot is perceived by the 
students as well organised and structured. A clear and logical organisation of 
the activities was provided, effectively dividing the content and thus facilitating 
orientation through the various work steps. The combination of the tags 
structure and clarity shows that the Chatbot provides adequate support in 
breaking down the content into clear, well-defined and easy-to-follow units 
(The division of activities is clear and well-defined, which makes it easy to 
follow the whole learning path; I appreciate the structured sequence of 
activities, which helps to maintain order during the lesson). 

Attention to detail further enhances the quality of the design realised by the 
Chatbot, making it easier to understand the activities and learning objectives. 
According to the respondents, clarity and precision provide an easy-to-follow 
learning path, allowing a clearer idea of how to proceed.  

In fact, the Chatbot seems to not only provide a general structure, but also 
includes a significant level of depth, ensuring that teachers have much of the 
information they need to conduct the teaching activities effectively and 
completely (The activity is well detailed, each step is described precisely and 
completely; The details provided by the chatbot helped me to clearly 
understand what to do at all times). 

The most significant co-occurrences structure-clarity and structure-detail, 
thus highlight that according to the students, Chabot is able to work positively 
on a design framework that has the characteristics of clarity and accuracy, thus 
generating a complete artefact that responds to the students’ idea of learning 
design. 

This tendency is not surprising: in fact, novices tend to favour, in the design 
of the microsession, more talking artefacts, with a higher level of detail and 
description (Bonaiuti et al., 2017), which can support, guide and orient more 
firmly.  

The transition to an open and fluid design is realised when we take 
possession of more solid professional reflexive postures thanks to experience 
and the awareness that, in order to govern the unexpected, we need a design 
that orients but does not cage, that encompasses deviation, redundancy, 
scaffolding to immediate decision-making and regulation in action (Capolla et 
al., 2024; Pentucci, Rossi and Capolla, 2023). 

Copyright © FrancoAngeli 
This work is released under Creative Commons Attribution - Non-Commercial – 

No Derivatives License. For terms and conditions of usage please see: http://creativecommons.org



Education Sciences & Society, 2/2024 ISSNe 2284-015X 

 

125 

A further reflection can be made regarding the materials suggested and the 
variety of proposals made by the IA.  

Both future teachers and educators pointed out that the Chatbot used a good 
variety of resources and tools, the materials were perceived as adequate and 
functional. Students recognise that the Chatbot provides useful resources 
consistent with the activities, enhancing the learning experience (The materials 
provided are adequate and integrate well with the proposed activities; The 
presence of resources is a great advantage because it facilitates teaching and 
makes learning more complete).  

According to the respondents, variety helps to keep students' attention and 
involvement high, while the materials provide practical and didactic support. 
Indeed, the adoption of different approaches in the teaching process promotes 
more dynamic and engaging learning, adaptable to different approaches and 
educational needs (The variety of activities proposed keeps students’ attention 
high; The fact that there are different types of activities makes the lesson more 
dynamic and engaging). 

We can also point out that the speed with which the Chatbot generates tasks 
and resources is seen as an advantage, allowing teachers who have to manage 
multiple tasks to save time in preparing lessons. The speed allows them to focus 
more on other aspects of teaching, such as personalisation/individualisation of 
learning or interaction with students (The Chatbot is fast in generating tasks 
and this saves me a lot of time in preparation; The speed of the design process 
is really useful, especially when you have many other things to do). 

Overall, the strengths of the design realised with the Chatbot can be 
summarised in a clear and detailed structure, the variety of activities and the 
speed of execution. These aspects suggest that the learning design realised by 
the Chatbot can be a valuable tool to support teachers and educators in their 
professional activity. 

With respect to the weaknesses that students identify in the ChatGPT design, 
tag analysis (Fig. 4) shows that the most frequent include generic (N = 18) and 
timing (N = 13), followed by lecture-based (N = 8) and knowledge-based (N = 
7). Among the most frequent co-occurrences between tags are generic and 
lecture-based 3 times, knowledge-based and non-human 3 times and a series of 
co-occurrences related to the timing tag: timing and lecture-based, timing and 
generic, timing and materials which occur 2 times each. 

The main limitation of the learning design implemented by ChatGPT is that 
many parts are generic or superficial. Several student responses highlight that 
although there are many details and a good structure, there is a lack of depth in 
the contents, with the feeling that the activities and resources are standardised 
and not sufficiently adapted to the needs of the students or the educational 
context and therefore almost aseptic. This criticism reflects a desire for greater 
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specificity and relevance in the didactic proposals (Some activities seem too 
generic to me, they would need to be customised for the specific context; There 
is a lack of personalisation to make the didactic design more suitable for 
different types of students). 

 
 

 
Fig. 4 - Absolute frequency distribution of the tags related to the weaknesses of the learning design realised 
by the Chatbot 

 
Moreover, many students find that the Chatbot favours a traditional teaching 

approach, with too much emphasis on lectures and transmission of notions or 
activities that could be taken from any textbook. This type of approach, 
although useful in some cases, is seen as limiting it in favour of more active, 
hands-on, interaction-based learning (The design relies too much on lectures, 
without leaving enough opportunities for interaction; This approach seems too 
traditional to me, it does not actively involve students). In fact, this aspect is 
consistent with one of the characteristics of the Large Language System (LLS) 
and their training: the massive amount of data referring to educational theories 
and examples of practice includes old and new, traditional and innovative with 
a clear preponderance of the first type of data.  

This confirms one of the aspects relating to AI that has been given particular 
attention today with regard to the sociological and ethical dimension: AI 
mirrors and renders reality, both in moral and social questions and in more 
marginal issues such as the one we are dealing with. Traditional didactics and 
classical modes of teaching are indeed majority, and AI reflects this trend 
(Packin and Lev-Aretz, 2018; Coeckelbergh, 2020). 
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Another reflection related to the limitations of the design implemented by 
ChatGPT concerns time. According to the students, in fact, the proposed 
activities are often not well balanced in terms of timing, with some taking too 
much or too little time with respect to the expected objectives, compromising 
the effectiveness of the lesson (The activities seem too long for the time I have 
available; The time management is not well calibrated with respect to the 
objectives to be achieved).  

This is an interesting aspect because time is a substantial and highly 
challenging element in the instructional design process, strongly constraining 
and at the same time highly connected to the contextualisation of the action and 
the designer’s knowledge of the ecosystem in which one acts (Rossi and 
Pentucci, 2021). The fact that students realise the AI tool's inability to design 
time effectively and coherently means that they possess an awareness of this 
aspect, which significantly connotes the teacher’s design competence. 

Finally, interesting is the perceived weakness of the design attributed to the 
lack of empathy and human interaction. The design produced by the Chatbot 
appears detached, cold and mechanical, failing to replicate the interactive 
dynamics that are fundamental in an educational context in which 
communication between teacher and students plays a crucial role (The 
Chatbot’s approach is very mechanical, it lacks the human element that usually 
enriches teaching; There seems to be a lack of real interaction, as if the process 
were too automatic and detached). 

On the whole, the weaknesses of the learning design realised by ChatGPT 
can be attributed to proposals that are too generic and not adapted to the context 
or the students, proposals that are based on a predominantly traditional didactics 
using the frontal lecture, that fail to manage time optimally and that are often 
mechanical and cold. 

The following figure (Fig. 5) summarises the main strengths and weaknesses 
of the design by thematization. 
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Fig. 5 - Main strengths and weaknesses of the learning design 
 

In order to explore the students’ overall thinking, co-occurrences emerging 
between the strengths and weaknesses of the ChatGPT learning design were 
also examined (Fig 6). 
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Fig. 6 - Co-occurrences between tags related to weaknesses and strengths in the design implemented by 
the Chatbot 

 
The strongest relationships between the tags include structure and generic 

with 6 co-occurrences and detail and timing with 4 co-occurrences. The generic 
tag is also often associated with other tags such as variety, lecture-based, detail 
and materials, each with 3 co-occurrences. The detail tag is also associated with 
knowledge-based and non-human, each with 3 co-occurrences. 

Indeed, the students seem to appreciate the ability to construct a good design 
structure, but have reservations about the generic nature of the content or the 
notionism of the proposed design. Similarly, those who appreciate the details 
and precision of the work, complain about an incorrect management of time (It 
looks like the chapter of a normal school book, which is a weakness in my 
opinion, because it doesn’t add anything, in fact the teacher can step aside and 
put in someone who knows the concepts and follows this chapter to have the 
same effect). 

Another aspect that emerges is the tendency to humanise the Chatbot. In 
fact, when commenting on the task, students immerse themselves in the peer 
review process and tend to talk about ChatGPT as if it were a human agent and 
designer: this implication leads them to point out, among the weaknesses, 
certain factors that have been classified as non-human. The non-human tag 
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links to reflections in which the technical strengths of AI-designed lessons 
(such as organisation, clarity and precision) and the perceived lack of human 
warmth, empathy or involvement emerge. Although the students recognise the 
practical benefits of using AI to design lessons, they perceive how these 
benefits are overshadowed by the absence of human and personalised elements 
that would make learning more engaging and emotionally rewarding (The 
activity produced by ChatGPT appears schematic and orderly and therefore 
easily understandable but the weaknesses are that since it is an artificial 
intelligence, it does not take into account the dynamics that occur within the 
classroom). 

In summary, the learning design implemented by ChatGPT shows 
significant potential according to the students, offering a clear structure, 
attention to detail and speed of execution. However, the generic nature of the 
proposals, which are often too traditional, the limited empathic interaction and 
time management weaknesses represent challenges and elements to be 
considered for design improvement. 

 
4.2 Strengths and Weaknesses of ChatGPT’s Feedback 

 
Questionnaire no. 2 focused on feedback. We asked the students what they 

perceived to be the strengths and weaknesses of the feedback ChatGPT gave to 
their task. 

The coding of responses regarding the strengths of the feedback generated 
by ChatGPT reveals a clear predominance of the tag integration, with 21 
occurrences (see Fig. 7). These responses highlight how the AI-generated 
feedback is perceived as beneficial for restructuring or enhancing one’s work. 

It may be insightful to examine the graph in relation to students’ dimensions 
of feedback literacy, which, as Carless and Boud (2018) explain, include the 
ability to appreciate feedback, make informed judgments, and manage 
emotions to fully utilise all received information and stimuli to enhance 
learning. Students reported that the feedback they received was beneficial in 
supporting these dimensions (The feedback was helpful for our self-esteem 
because it highlighted many positive aspects of our teaching unit; I must say 
that the positive feedback filled us with pride, reinforcing our belief that our 
work was solid and well-considered). 

Students emphasised the emotional and positive impact of feedback and its 
role in supporting managing affect (frequency = 4). They also highlighted 
accuracy (frequency = 7) and the function of promoting reflection (frequency 
= 5), which enabled them to engage more deeply with the feedback, learning to 
evaluate the strengths and weaknesses of their work. Additionally, they noted 
that the feedback provided specific suggestions and, as previously mentioned, 
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guidance for the integration of improvements into their own work. This process 
allowed students to experience the generative and transformative potential that 
timely feedback on their practice can foster (Laici, 2021). 

 

 
Fig. 7 - Strengths of feedback given by Chat GPT: assigned tags frequency 

 
This interpretation is corroborated by responses to an earlier closed-ended 

question on a 5-point Likert scale, where students were asked to rate the 
usefulness of the feedback they received from ChatGPT. The majority rated it 
as either very useful or fairly useful, with only one student rating it as 
completely useless (see Fig. 8). 

 
Fig. 8 - Feedback usefulness levels 
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An analysis of the co-occurrences between responses to the closed question 
and the tags assigned to open-ended responses on the strengths of the feedback 
(see Fig. 9) reveals an interesting pattern: most of those who selected the ‘very’ 
useful level attribute this usefulness specifically to the generative quality of the 
feedback, particularly in terms of integration with their task. 

The tagging of responses regarding the weaknesses of ChatGPT’s feedback 
highlights a perception of certain evident limitations in the comments provided 
(see Fig. 9). 

 

 
Fig. 9 - Weaknesses of feedback given by Chat GPT: assigned tags frequency 

 
This is aligned with the comments associated with the “non-human” tag 

concerning the chatbot’s design. 
Students perceive the feedback provided by the tool as incomplete and, at 

times, inconsistent. Generally, respondents expressed a lack of appreciation for 
the excessive coldness and detachment in the AI-generated feedback, to the 
extent that they attributed the absence of certain insights or behaviors ‒
characteristic of human feedback ‒ to limitations of the tool. Indeed, students 
integrated ChatGPT into the educational ecosystem and expected a more 
contextualised type of feedback, one that could consider elements only 
implicitly present in their design but not fully defined, making them elusive for 
an AI system (Pentucci, Sarra and Laici, 2023). These observations are 
summarised under the non-human tag. 

A closer examination of responses reveals that students found the feedback 
too impersonal, lacking the human connection and interaction they would 
typically receive from a teacher. The comments were often described as rigid 
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or overly generic, unable to adapt to the specific pedagogical needs of the 
context. 

It is noteworthy how students reflect on the process, viewing ChatGPT as a 
human-like agent and expecting responses or reactions that are, in reality, 
unachievable for an artificial intelligence. This aligns with a perspective 
currently explored in the literature, which examines how the conversational and 
dialogical capacities of LLMs can foster a sense of human interaction, 
generating related expectations and reactions (Reiss, 2021). Students, for 
instance, commented: “A weak point might be the lack of subjective value; it 
does not consider the individual members of the class, particularly the specific 
needs of individual pupils, which a teacher would certainly take into account”. 

Analysing the co-occurrences between the tags assigned to strengths and 
weaknesses (see Fig. 10), we observe that students who appreciated the 
proactive potential of the feedback – its ability to encourage revisions and 
additions – also expressed concerns about its inconsistency. 

 

Fig. 10 - Heatmap of co-occurence between tags 
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While the tool can suggest or prompt improvements, it cannot directly 
integrate these changes. Students recognise the feedback as accurate, yet are 
aware of its limitations, as it addresses only certain broad or partial aspects. 

It appears, therefore, that using ChatGPT in peer feedback processes is 
indeed beneficial, particularly as a reinforcement tool that activates students’ 
self-reflection on their own work (Lee et al., 2023). 

Summarizing, decisions on what to modify or how to enhance the task 
ultimately rest with the student, who recognises that they have access to a 
precise analysis of their work, yet one that lacks human insight, contextual 
sensitivity, and an understanding of the nuanced subtext inherent in complex 
educational settings (Baidoo-Anu and Ansah, 2023). 

 
4.3 ChatGPT and Professional Development 

 
Students were asked if they foresaw using ChatGPT as a tool to improve 

their professional development in the near future and 77% would use it. The 
absolute frequencies of the tags related to the open-ended question “For which 
activities would you use it?”, as evidenced by fig. 11, reveal a multifaceted 
reality: the analysis of the two main tags shows that the majority of future 
educational professionals find ChatGPT particularly useful for design (N=25), 
followed by reviewing educational activities (N=9). 

 

 
Fig. 11 - Use of ChatGTP by teachers and educators: assigned tags frequency 

 
First and foremost, future teachers and educators see ChatGPT as a tool that 

can facilitate the implementation of design. It is useful for creating educational 
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pathways and supporting the learning design of educational actions, although 
they are aware that it requires constant supervision and process control, 
recurring element in previous student reflections (Rossi and Pentucci, 2021). In 
addition, ChatGPT is often seen as a basis from which to integrate activities 
based on specific educational contexts, aspect that complements the design 
view that regarded this as an aspect of weakness. (It could be useful to provide 
starting points for activities, but it definitely requires reflection before bringing 
such activities into the classroom; I wouldn't use it to design something from 
Scratch, but rather to get inspiration or advice on activities proposed by the 
teacher). 

Secondly, ChatGPT is seen a useful tool for reviewing educational designs, 
materials, and interventions created by educational professionals. It serves as a 
means of checking, correcting and improving the different resources and 
pathways prepared by teachers and educators before they are delivered to 
students (I would use it for comparison with what I, as an educator, have 
already designed for my class as a way to compare my ideas; To refine the 
details of a design; As a comparison element to achieve an even more complete 
design). Furthermore, the tool could support students in reflecting critically on 
metacognitive learning processes, promoting a more conscious and reflective 
approach to studying (It could play the role of an 'external opinion' to help 
students review their work). 

From the overall reading of the interventions, it emerges the that ChatGPT 
can function not only as a simple support tool, but also as a potential educational 
partner capable of integrating smoothly and dynamically into different stages 
of the educational experience, provided that the educational professional 
always maintains control over the technology: “This must always be done under 
the critical and vigilant eye of the teacher, who must be able to recognise when 
ChatGPT’s suggestions make sense and when they are incompatible with the 
objectives or needs of the class”. 

ChatGPT is seen as a tool that increases the efficiency of teachers' and 
educators' work, providing solid support for design, thus optimising time and 
improving the quality of the educational materials produced. 

The last two questions analysed asked the students whether, in their future 
professional role as educators and teachers, they intended to have their students 
use ChatGPT and 61% would propose it to students. Although this figure is 
lower, it is not too far from the hypothesis regarding the use of the chatbot by 
teachers and educators. This suggests that generative AI is perceived by the 
young generation in training as a tool that can be fluidly and dynamically 
integrated with others in the educational ecosystem of the classroom. 
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Fig. 12 - Use of ChatGTP by students: assigned tags frequency 

 
Analysing the absolute tag frequencies of the four main tags in response to 

the open-ended question “What activities would you have students use it for?”, 
as evidenced by fig. 12, the majority of future educators and teachers see 
ChatGPT as a self-assessment tool for their students (N = 10), followed by a 
means of raising awareness of the tool itself (N = 8). 

Firstly, future educational professionals see the chatbot as a self-assessment 
tool that can help students to reflect metacognitively on their learning, develop 
a greater awareness of their gaps and progress, and thus integrate and improve 
their work, while strengthening their autonomy and self-evaluation skills (To 
evaluate the work they have done and for self-assessment; As a means to 
compare the work; To correct their assignments or get some suggestions; As an 
‘evaluation’ to allow them to catch all the aspects they might have missed). 
This is achieved through specific activities and ways of using the tool proposed 
by the teacher (Activities of the type ‘find the error’ or ‘make a critical comment 
on this completed exercise’). 

In addition, if used as a meta-reflective tool, the chatbot would offer the 
possibility of critical reflection and awareness of the tool itself, its potential and 
its limitations (I would use it as a tool to allow students to critically analyse 
what they find online, even in the field of mathematics. I would like to convey 
the message that the chatbot is not an oracle, but a good tool to learn from 
mistakes; Solve exercises, ask questions on topics, but then ask the students 
where the mistakes are). 
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Fig. 13 - Heatmap of co-occurence between tags 
 
If we analyse the heatmap of co-occurrences between the answers “Would 

you use ChatGPT in an educational context as a tool for teachers/educators?” 
and “Would you let your students/learners use ChatGPT?” (fig. 13), we see a 
strong co-occurrence (N = 6), indicating ChatGPT as a key design tool in the 
hands of educational professionals and as a means of raising students’ 
awareness of the tool itself, with the aim of using it critically to support their 
learning. Another significant co-occurrence (N = 5) is between ChatGPT as a 
design tool in the hands of teachers and as a valid self-assessment tool for 
students. This relationship seems to reflect an educational model centred on 
self-regulation students are asked to measure their progress independently 
through the chatbot. In this way, ChatGPT would become a facilitator of 
reflective learning, fostering autonomy and awareness of their educational 
pathway (van Velzen, 2015). 

The awareness that it has become a tool of everyday use emerges; ChatGPT 
consequently requires careful attention from the educational world in terms of 
developing digital literacy in the younger generations, ensuring its critical, 
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responsible and ethical use (Moreover, I believe that it is not wrong for students 
to approach AI because it is part of the world we live in and it will only expand). 

 
 

5. Conclusions 
 
The use of ChatGPT in educational contexts and in teacher training seems 

to confirm what the international literature points out about AI-based tools: they 
can be proactive partners and agents within educational ecosystems. 

In our view, the primary interest emerging from this study centres on 
students’ perceptions of the tool within the human/non-human dichotomy and 
its transformative potential, particularly in relation to students’ reflections 
across the different phases of the work. 

The transformative process starts when the tool is used for design and 
feedback. At this stage, students expect human-like reactions or responses from 
the chatbot. Instead, they encounter a non-humanity that initially emerges as a 
weakness: in performing the didactic actions, the students notice criticalities 
such as coldness, lack of contextualisation, generalisations and 
standardisations. At a later stage of the research activity, when the students 
were asked to reflect on their future, they distanced themselves from the 
highlighted strengths and weaknesses. This generated an initial realisation: the 
tool is useful and potentially applicable in educational contexts, but human 
intervention remains indispensable to fill the gaps outlined above.  

This encourages us to continue a research approach where AI can act as a 
support agent for educational and didactic practices, but it needs to be integrated 
with pedagogical awareness and sensitivity, strengthening an AI culture 
capable of balancing efficiency and humanity (Elliot, 2021; Panciroli and 
Rivoltella, 2023). 
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