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1. Introduction 
 

AI’s integration into the media has revolutionized various human activities, 
as shopping, travel, medical diagnostics, automation of repetitive tasks, home 
automation and financial trading. In essence «AI is seen as a catalyst in our 
daily lives, a tool to save time and effort» (Manovich, 2020, p. 31). Education 
has also become fertile ground for AI experimentation, as schools must grapple 
with both the opportunities and risks that AI can present (Timms, 2016). While 
not yet widely adopted, the use of chatbots, personalized learning materials, 
and the automation of certain processes has the potential to reshape the 
educational landscape (Hwang and Chang, 2023). The implications are far-
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Abstract  
In the post-digital context (Jandric et al., 2018; Ranieri and Bonaiuti, 2024; 
Eugeni, 2015), Artificial Intelligence has become a pivotal technology across 
many fields, including education (Hwang, Chang, 2023). This study examines 
teachers’ use of AI, analyzing its applications, perceptions, and impacts on 
pedagogy. Through a questionnaire administered to N = 133 teachers, the findings 
reveal a limited familiarity with AI, although educators recognize its potential to 
personalize learning and enhance administrative efficiency. Concerns persist 
regarding the potential erosion of teacher authority, the risk of superficial learning, 
and the ethical implications of AI usage. The research emphasizes the need for 
targeted teacher training and a thoughtful reflection on the consequences of AI 
adoption in educational settings (Panciroli and Rivoltella, 2023). 
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reaching: not only are activities evolving, but so too are students' ways of 
learning and the role of teachers. Educators are now required to navigate the 
present with the understanding that pedagogy is a practical science, deeply 
informed by shifting socio-economic and political contexts (Sarsini et al., 
2017). This study investigates how teachers are employing AI, as well as their 
perceptions and beliefs about its role in education. To this end, a self-
administered questionnaire was distributed through both Italian and 
international Facebook groups. 
 
 
2. Background 
 

The use of AI in education is vast and extends far beyond chatbots 
(Cunningham-Nelson et al., 2019, Hwang and Chang, 2023). It encompasses 
various forms of interaction aimed at multiple educational purposes, including 
intelligent tutoring systems, educational robotics, and educational data mining 
for performance prediction (Chen et al., 2020). AI provides students with 
constant support that «does not tire, nor does it need to sleep or eat, so AI can 
provide learning that is always on, personalized, and inclusive, freeing up 
teachers to design the lesson approach» (Luckin et al., 2022, p. 25). 

However, the intentionality of the teacher, who is responsible for the design 
and selection of tools, methods, and materials, lies between the existence of 
these tools and their actual use. Exploring teachers’ perceptions of AI is crucial, 
as evidenced by the TAM model regarding technology (Davis et al., 1989), 
which shows that educators more inclined to use AI tend to possess a positive 
sense of self-efficacy and a student-centered pedagogical background (Choi et 
al., 2023. To fully realize AI's potential in education (Lo, 2023), it is essential 
for both teachers and students to become familiar with the technology, as lack 
of knowledge can generate fears and resistance (Celik, 2023; Sharma, Kawachi, 
and Bozkurt, 2019; Pentucci, 2018). At the same time, AI must be properly 
trained and customized for educational use (Knox, 2020). 

Research indicates that AI can enhance administrative efficiency, 
personalize educational content, facilitate assessment and feedback, and 
overcome language barriers (Chounta et al., 2022). Mogavi and colleagues 
(2024) highlight AI's ability to boost student self-efficacy and motivation, 
although concerns persist about the risk of superficial learning and the loss of 
interpersonal and critical thinking skills. This cautious attitude is also evident 
in other studies (Kim and Kim, 2022), with the primary fear being that AI, 
through its advanced support capabilities, could diminish the authority of 
teachers, relegating them to mere supervisors. Alwaqdani (2024) emphasizes 
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concerns about teacher training, potential job replacement, and the erosion of 
creativity and critical thinking, as well as the fallibility of AI. 

Other studies raise concerns about the potential for student laziness (Kaplan-
Rakowski et al., 2023, p. 329), referring to an over-reliance on machines to 
solve academic problems. Related to this is the issue of cheating, which must 
be countered by designing tasks that require creative and critical thinking rather 
than mechanical solutions (Kooli, 2023). 

Teacher training is another significant factor (UNESCO, 2023, p. 20). As 
with digital technology use in education (Joo, Park, and Lim, 2018), AI training 
is necessary to ensure its effective integration into educational practices (Al 
Darayseh, 2023). A supportive learning environment is also essential (Kim, 
2024), as is a socio-political context that promotes responsible AI use 
throughout the entire school ecosystem (Bezjak, 2024). Teachers must be 
equipped to create pathways for AI literacy and ethics for students. Panciroli 
and Rivoltella (2023, pp. 7-10) distinguish three key actions: educating with 
artificial intelligence, educating artificial intelligence ‒ ensuring that AI is 
trained to operate fairly and ethically (algoretics) ‒ and educating about 
artificial intelligence, fostering critical thinking about AI outputs and 
promoting its correct use. 

Finally, the profound educational implications must be considered. If AI is 
to play a decisive role in educational processes, it is crucial to understand the 
depth at which it operates. Yau et al. (2023) identify six levels, ranging from 
the transmission of information to intellectual development. These levels span 
from transmissive teaching methods to student-centered approaches, where 
interaction with AI stimulates critical thinking, thus contributing to cognitive 
development. 
 
 
3. Methodology 
 

The data were collected through a self-administered questionnaire 
(Trinchero, 2004), distributed via Facebook groups of both Italian and 
international teachers from december 2023 to may 2024. Following a 
demographic section, six open-ended questions were presented regarding the 
use of AI: 1) in educational activities, 2) in non-educational (but still school-
related) activities, 3) in evaluation processes, 4) the risks identified by teachers, 
5) activities that may become obsolete, and 6) an overall assessment of AI in 
education. Finally, a checkbox question asked respondents to select three 
expressions that best define AI. 

Although the sample size is relatively small (N = 133), the questionnaire’s 
design, with very open and unconstrained questions, allowed for a high level of 
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informative power on the issues being explored (Malterud et al., 2016). The 
data were analyzed using reflexive thematic analysis, following Braun and 
Clarke’s (2022) method, with the aim of first identifying codes and then 
organizing them into broader themes. Each question was analyzed individually, 
followed by a reflection on the similarities across the results. The analysis was 
facilitated by the quali-quantitative analysis software MAXQDA 2022. 
Additionally, the codes were transformed into binary (0-1) format to allow for 
cross-tabulation with some demographic variables, following a cross-over 
procedure (Hitchcock and Onwuegbuzie, 2020). This latter operation was 
performed using SPSS software v. 28.00. 
 
3.1 Sample Description 
 

The sample consists of N = 133 respondents, aged between 26 and 65 years, 
with a mean age of M = 50,14. The reported years of service range from 1 to 
43, with a mean of M = 20,12. Most respondents fall within the higher 
percentiles, between the 50th and 75th percentiles: 37,6% are between the ages 
of 46 and 55, and 30,8% are between 56 and 65. In terms of years of service, 
the distribution is more balanced, though there is a predominance (32,3%) of 
teachers reporting between 21 and 30 years of experience. 
 
Tab. 1 - Mean and percentiles – Age and years of teaching service 
 

 
 

The sample shows a predominance of teachers working in lower secondary 
(36%) and upper secondary schools (36%), while preschool teachers (2,3%) 
and university professors (6%) are significantly underrepresented. This 
imbalance in the sample, while limiting its representativeness, paradoxically 
serves as a strength by allowing for more focused and context-specific 
reflections, given that this study does not aim for generalizability due to the 
small and non-statistically selected sample. 

 
Age Years of teaching service 

N Valid 133 132 
Missing 0 1 

Mean 50,14 20,12 
Std. Deviation 9,177 10,602 
Percentiles 25 44,00 11,00 

50 51,00 20,00 
75 58,00 28,00 
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Since the survey was distributed through Facebook groups worldwide, the 
geographic distribution of respondents is also noteworthy: the majority are 
Italian (78), with a substantial group of U.S. participants (27) and British 
respondents (6), as well as a presence of participants from Asia and Africa. 
 

 
Graph. 1 - Nationality - planisphere 
 
 
4. Results 
 

Table 2 presents the codes and themes identified in the responses to the first 
question, which pertained to the educational activities in which AI is employed. 

The first code registers N = 28 occurrences, indicating that 21% of 
respondents do not employ Artificial Intelligence in their teaching practices. 
Notably, these respondents are predominantly teachers with less experience 
(32,3%), from upper secondary schools (23%), and aged between 45-55 years 
(28%). 

The remaining respondents report using AI in various activities, such as 
personalization and the production of artifacts (generative AI assists with the 
creation of quizzes, presentations, mind maps, and images). Regarding 
“activities,” these range from gamification to exercise correction, from 
character animations to foreign languages. In terms of “writing,” AI is 
employed for text simplification based on the age of the recipients and for 
summarizing topics. 
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Tab. 2 - Codes and themes – didactic activities (question 1) 
 

 
 
Tab. 3 - Contingency table School level – do not use 
 

 
 

 
 

Lastly, specific AI activities include the creation of dialogues with historical 
figures and those related to media education, particularly in verifying the 
credibility of information. Additionally, there are considerations beyond the 
scope of the question, such as time-saving, which is a recurring theme 
throughout the dataset. 
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Regarding non-teaching activities, N = 29 teachers report not using AI for 
any such tasks. The remaining respondents primarily employ it for planning, 
both at the micro level (lesson plans) and the meso level (creating learning 
units), as well as for generating rubrics and quizzes. AI is also used for 
administrative or bureaucratic tasks, such as meeting minutes, reports, or 
emails. 
 

 
 

The idea-generating function is also noteworthy: AI is used as a springboard 
to spark the creative process, with teachers subsequently refining the output 
through further prompts or making autonomous adaptations. 
 

 
 

With the fourth question, addressing the risks associated with AI, a more 
evaluative and reflective stance replaces the descriptive one. Regarding 
cognitive risks, teachers believe that if students increasingly rely on Artificial 
Intelligence to solve their problems or complete tasks, they will fail to develop 
the necessary skills. This could gradually lead to a decline in cognitive and 
creative functions, a form of “cognitive devolution” to AI. Additionally, 
teachers emphasize the need to educate students on the conscious and ethical 
use of AI, particularly with respect to the issue of plagiarism. A final concern 
pertains to privacy management, as students are not fully aware of the risks 
associated with sharing their personal data with AI systems. 

The next question concerns activities that will become obsolete. 
Respondents focus on “time-filler” activities, those stemming from pedagogical 
schemes, routines, or formats (Pentucci, 2018), as well as mechanical and 
repetitive tasks such as summaries or translations. In general, activities where 
students are not creative and play a passive role will be replaced. The same fate 
awaits functional tasks, such as meeting minutes, assessments, and planning. 
The final question is dedicated to a concluding reflection. To facilitate 
readability and make the situation described by the codes immediately visible, 
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a graphical representation is provided, where the themes are further grouped 
into broader categories. 
 

 
 

 
Graph. 2 - Theme and codes question 6 
 

The negative judgments are decisive, with a clear need for control: AI is not 
to be trusted, and therefore a strong intervention by teachers is still necessary.  
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There are also many positive opinions, which fall under the theme labeled 
“support”: AI is seen as an important aid for teachers, as it helps to speed up 
many tasks. However, there is a “but.” AI is considered merely a tool, not a 
replacement for teachers; it is essential to raise students’ awareness that AI 
should be used as a support, not as a problem-solver or a creator of original 
content. 
 

 
 

Another group responds in a more descriptive manner, highlighting the 
functions of AI, such as time-saving. From an ethical perspective, AI can be 
seen as an inclusive tool, thanks to its ability to personalize learning, and 
democratic, as it makes knowledge (albeit mediated) accessible to everyone. 
However, this is always accompanied by the need for conscious use, guided by 
media education principles. 
 

 
 

Finally, teachers were asked to select up to three expressions from a list that, 
in their view, best define Artificial Intelligence. 

AI is primarily seen as a productive support, and the contingency tables that 
cross these results with demographic variables reveal a substantial homogeneity 
across groups in their responses, with one notable exception. AI is considered 
a creative support predominantly in primary education (66,7%), whereas it is 
viewed mainly as a “productive support” by secondary school teachers (70%). 
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Graph. 3 - Bar chart checkbox question 
 
 
5. Discussion of Results 
 
5.1 Time Savings 
 

Across various questions, teachers consistently referenced the time savings 
afforded by Artificial Intelligence. This applies both to strictly educational 
activities (such as personalized feedback, simplification of teaching materials, 
increased frequency of assessment opportunities, and the creation of quizzes 
and assignments) as well as to functional tasks. There is a clear sense of relief 
regarding the time saved in carrying out these administrative and bureaucratic 
duties (Surugiu et al., 2024), which are often perceived by teachers as 
particularly burdensome and frustrating. Tasks such as lesson planning, micro 
and macro-level project design, in which AI systems ‒ customized for 
educational use and trained with governmental guidelines for learning 
outcomes ‒ have become highly efficient and productive. 

The idea of gaining time for other tasks, particularly to focus more on 
student interaction («AI can already automate grading homework, evaluating 
essays which allows instructors to spend more time with students one-on-one,» 
Chen et al., 2020) and on innovation and experimentation, appears to be one of 
the most favorably viewed aspects of Artificial Intelligence. 

One of the most interesting time-saving aspects concerns assessment 
(Kamalov et al., 2023): AI enables the scaling up of both formative and 
summative assessments, significantly increasing the opportunities to provide 
feedback (Ranieri et al., 2024). This is because AI relieves teachers from a 
range of time-consuming tasks related to the design and execution of 
assessments, which would otherwise be unsustainable if repeated daily. By 
digitizing the entire process, through tools that can record student responses, 
AI can also manage datasets to produce analyses aimed at understanding the 
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longitudinal progress of the class. Working with learning analytics allows 
teachers to collect a wealth of information, which can be used to identify 
educational needs, adjust instructional planning, and refine methodologies and 
tools used. Furthermore, if these results are shared with students, it gives them 
the opportunity to reflect on their learning, self-regulate their study methods, 
and communicate their self-identified needs to the teacher (Giannandrea, 
Ferrari and Laici, 2024). In this way, assessment becomes another avenue for 
learning (Giannandrea, 2019). 

Thus, AI, by saving time, initiates a chain of positive effects that ultimately 
benefit the student. 
 
5.2 Humanization 
 

Another interesting aspect that emerged from teachers’ statements is the 
strong conviction that AI cannot replace educators. On one hand, this belief is 
supported by a series of apocalyptic theories fueled by sensationalist journalism 
(Floridi, 2022), interventions by prominent technologists like Bill Gates and 
Elon Musk, and an archetypal fear of humans feeling the need to defend 
themselves from their own creations (Cristianini, 2024). On the other hand, this 
underlying need stems from a tendency among respondents to humanize the 
machine. The «ghosts» of Artificial Intelligence are always lurking, forming a 
heavy legacy that not only accompanies but precedes its advancement (Pireddu 
and Moriggi, 2024, p. 16). 

This is evident both in the way AI is addressed, often as if it were a subject 
rather than a tool, and in the refrain that “AI is just a tool,” which reflects a 
reluctance to admit that creativity and reasoning are not “exclusively human 
prerogatives” (Pireddu and Moriggi, 2024, p. 17). The question arises: why is 
there a persistent need to emphasize that a technological application is merely 
a machine? 

AI’s ability to respond in conversational terms, to even make jokes, and to 
semantically interact in ways that are often coherent and similar to human 
dialogue leads to its perception as an assistant with human traits ‒ almost a 
competitor. The capacity for dialogue is far from trivial; the machine must track 
interactions, reprocess them, and reuse them even after several exchanges. 
Essentially, it must be able to «imitate human behavior» (Cristianini, 2024, p. 
20). While AI is often thought of as «intelligent», in reality, it is simply a tool 
for «artificial communication» (Esposito, 2022, p. 11). 

When instinctual reactions give way to educational media awareness, 
rationality intervenes, clarifying that behind tools like ChatGPT, for instance, 
there is no human subject (aside from those randomly reviewing responses) 
(Pireddu and Moriggi, 2024), but rather a probabilistic language model. 
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Specifically, a «low cross-entropy probabilistic language sequencer» (Accoto, 
2024, p. 63), trained on textual material, yet capable of learning from its 
mistakes. 

It is precisely this latter characteristic that makes AI so fearsome 
(Cristianini, 2024): the more it errs, the more it improves, largely through 
interaction with humans. This creates the perception that it is destined for 
autonomous growth and potentially in conflict with human beings, who feel the 
need to fortify boundaries and reaffirm their ontological exclusivity. In the 
educational field, teachers emphasize to students that AI’s role will always 
remain secondary to the control of classroom dynamics, which firmly rests in 
their hands. In the end, this deep-seated concern may not be entirely irrational, 
especially when even governmental institutions have felt the need to reiterate 
this (UNESCO, Beijing Consensus, 2019, point 12: «Be mindful that teachers 
cannot be replaced by machines»). 
 
5.3 Cognitive devolution 
 

In addition to concerns about AI potentially replacing teachers, there are 
also more strictly pedagogical fears. Teachers repeatedly expressed the belief 
that relying on Artificial Intelligence to solve problems could lead to cognitive 
devolution ‒ that is, allowing machines to solve problems for students could 
weaken their reflective and logical abilities, which, if increasingly 
underutilized, might atrophy over time. 

The neuroplasticity of a child’s brain allows for improved performance 
through the exercise of cognitive functions, which drives learning (Dehaene, 
2019). If students are not asked to solve math problems or translate from a 
foreign language, consistently outsourcing these tasks to machines, they will 
lose the skills associated with such tasks. 

At this point, the path diverges: it is necessary to determine whether this 
presents a problem or simply reflects an evolution in education. If, for instance, 
more mechanical tasks such as summaries, translations, or information retrieval 
are destined to disappear (as suggested by responses to question 5), it is not 
necessarily a cause for concern. Future students may be engaged in new classes 
of problems that surpass procedural operations, leading to the creation of more 
complex outputs. 

Two examples illustrate this: if the traditional practice of translation is 
abandoned, AI could still support language learning by using chatbots to engage 
students in real-time conversations, enabling them to learn the language in 
context rather than through static methods tied to grammar instruction 
(Pokrivcakova, 2019). Similarly, if information retrieval is delegated to AI, 
students will need to develop a far more complex skill: the ability to evaluate 
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that information, also known as data literacy (Rivoltella, 2024). This advanced 
critical competency is foundational to the profile of an active citizen, crucial 
for making informed personal, political, and social decisions (Rivoltella, 2020). 
Thus, the question is not whether Artificial Intelligence will make us 
intellectually poorer, but rather how it will change the way we learn, navigate 
the information age (Floridi, 2014), and act within postmodernity ‒ where 
technology, even if obstinately rejected by some, remains ever-present, 
concealed among objects (Eugeni, 2015), and inseparable from analog life. 
 
5.4 Lack of trust and the need for intervention 
 

Even when Artificial Intelligence is praised by teachers, it always seems to 
be accompanied by a “but.” Few embrace it unconditionally; most place 
restrictions or at least conditions that reflect a general lack of trust. The issue is 
not only ethical but also substantial, stemming from the hallucinations observed 
in the outputs generated by various applications. Cristianini (2024) reports on 
an experiment with a dataset, TruthfulQA, created to test ChatGPT4: the results 
showed that humans answered correctly 94% of the time, while ChatGPT 4 
only 60%. 

Some teachers, in fact, criticize the lack of autonomy in generative models: 
if constant intervention is required to fine-tune the results, what is the point of 
Artificial Intelligence? Why produce work that always needs supervision? 

Beyond content accuracy, outputs must also be contextualized for the 
specific class. A well-known program, MagicSchool AI, advises newly 
registered teachers to: 
 use the 80-20 method, leveraging AI for the initial work and adding the final 

touches to review reliability and contextualize (the 20%); 
 rely on their own judgment; 
 protect privacy. 

It is within this 20% that the key issue lies: it is, once again, a matter of time 
and opportunity. In today’s increasingly complex school environment, with 
ever-growing demands in terms of planning, training, diverse student needs, 
and new educational challenges, saving 80% of the workload could make a 
significant difference. It is one thing to create a project report from scratch and 
another to tailor its specific details to the initial situation. 

This brings us back to media-education reflection: we are facing an entirely 
new educational paradigm that encourages the exploration of new operational 
pathways and ways of thinking. The approach must evolve, and so too must the 
reflection on opportunities and areas of application. For example, to ensure 
privacy, meeting minutes from a class council, which contain highly 
confidential information, should not become material for AI reprocessing. AI 
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operates in a black box where the data it consumes is often beyond the full 
understanding of users, particularly with tools that are not open access and 
whose internal workings remain largely unknown. 
 
5.5 The idea to get started 
 

Comments related to this observation are not widespread, but they are 
significant. Braun and Clarke (2016) state that a code appearing even just once 
can sometimes be more informative than others that occur multiple times. Some 
teachers noted that AI provides that initial “jump off the diving board” needed 
to start an activity, offering inspiration when a blank canvas inhibits progress, 
becoming an operational assistant in the creation of an intellectual work. In this 
case, the roles reverse: AI provides the initial spark, and then the teacher 
intervenes with their own creativity. 

This could raise other ethical concerns, particularly around authorship. If the 
initial idea comes from AI, to whom should the credit for the final project go? 
Moreover, considering that models like ChatGPT work by reprocessing textual 
training data, the generation of output is, in reality, still a reproduction of pre-
existing material. 

Setting aside judgment on this issue, which is, after all, the subject of study 
in other epistemologies (UNESCO, 2023, p. 19), attention should instead be 
focused on AI’s creative value (Pireddu, 2024). It might be unexpected for a 
mathematical and probabilistic model to be considered creative, yet many 
teachers assert this with confidence. AI not only plays an interesting role in 
aesthetic and cultural analysis (Manovich, 2023), but it is also artistically 
generative (Manovich, 2020). In schools, AI’s creativity is linked to the 
generation of images or videos, as well as the design of innovative, engaging, 
and motivating educational pathways. Indeed, when appropriately trained and 
customized, these tools can generate content that assists teachers in advancing 
experimentation. Having a tool to spark ideas and foster reasoning can also 
serve as an incentive for methodological and educational innovation, even 
when teachers lack the necessary institutional support or sufficient training. 
 
 
6. Conclusions 
 

In conclusion, teachers’ perceptions of the use of Artificial Intelligence in 
education are multifaceted and nuanced. On the one hand, many educators 
value the time-saving benefits that AI offers, streamlining administrative and 
instructional tasks such as creating learning materials and managing 
assessments, thereby allowing them to devote more attention to direct 
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engagement with students. This relief, stemming from the reduction of 
administrative burdens, is seen as a positive outcome of AI’s introduction, 
which is widely regarded as a tool that enhances educational efficiency. 

However, concerns also emerge regarding the over-humanization of AI, 
with some teachers feeling the need to reaffirm their central role in the 
educational process. While AI’s ability to mimic human-like behavior raises 
questions about its potential impact, educators are generally aware that AI 
remains a tool, not a replacement for teachers. The fear of a cognitive 
devolution reflects the apprehension that excessive reliance on AI may erode 
students’ critical thinking skills, although many believe that the real challenge 
lies in integrating AI to foster new modes of learning rather than merely 
replacing traditional tasks. 

Lastly, the lack of full trust in AI ‒ particularly the need to review and 
correct its outputs ‒ suggests that many teachers still perceive limitations in the 
technology’s reliability. Nonetheless, the general sentiment is that AI can 
provide valuable preliminary support, especially in fostering pedagogical 
innovation, enabling teachers to explore new ideas and creative approaches in 
their practice. 

For the future, building on these considerations from this exploratory study, 
several themes could be investigated with a more reflective and in-depth 
approach, such as the time-saving benefits, the excessive humanization of AI 
and the risk of cognitive devolution. 
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